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fonctionnement des écosystèmes pélagiques (Stemmann et al., 2004 ; Berline et al., 2011 ; Auger et al., 

2014 ; Jouandet et al., 2014 ; Waite et al., 2016). J’ai également participé, grâce à une base de donnée 

globale à la ré-estimation de la séquestration du carbone dans les couches profondes des océans (Guidi et al., 

2015) et la re-découverte d’un groupe d’organismes sous estimé dans le passé (Biard et al., 2016) dont 

l’importance pour les flux de matière peut être importante (Guidi et al., 2016). 

  

 
 

 
Figure 1: En haut à gauche : Photos de la succession des UVPs au cours du temps avec les membres de mon 
équipe en 2018 (je suis moi-même à gauche en chemise bleue). En haut à droite, schéma d’un UVP6 dans le 
nez d’un planeur sous-marin. En bas à gauche, emplacement des sites échantillonnés à l'aide de l'UVP5 
(6700 sites) en vu de constituer la base de donnée globale et carte du nombre de sessions annuelles 
d’utilisation de notre plateforme web ECOTAXA en 2019. En bas à droite, évolution du nombre de sites 
échantillonnés chaque année par l’UVP5 depuis 1991 ainsi que le nombre de citations des mots clés Zooscan 
et UVP5 dans Web of Science. Plus d’information sur http://rade.obs-vlfr.fr/RadeZoo/RadZoo/Accueil.html 
 
A travers les échelles, du gène à la fonction biogéochimique, l’interdisciplinarité a aussi été le maître mot du 

projet des Investissements d’avenir OCEANOMICS. Avec mes collègues issus de laboratoires du CNRS, de 

l’UPMC, du Genoscope/CEA, de l’ENS, et de l’EMBL, nous étudions la diversité et le fonctionnement du 

plancton du virus au métazoaire grâce à la mise en œuvre d’une combinaison de méthode de prélèvement et 

d’analyses (Karsenti et al., 2011 ; De Vargas et al., 2015). Le projet s’appuie sur les milliers d’échantillons 

et données récoltés lors de l’expédition Tara Oceans à laquelle j’ai participé pour la collecte et pour lequel je 

suis responsable du WP2 (analyse des données océanographiques et organisation de l’analyse des images par 

nos méthodes d’imagerie quantitatives). L’objectif est de comparer la collection unique en génomique et en 

imagerie permettant de comprendre, comment le génome et les traits morphologiques s’organisent en 

fonction des paramètres environnementaux. L’analyse des données génomiques n’est pas exactement ma 

spécialité et ma contribution aux travaux utilisant largement ces données a été d’apporter soit mon expertise 

d’océanographe, à des bio-informaticiens peu écologues, soit de compléter les approches en génomiques par 

des données quantitatives en imagerie. 
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Players and processes in planktonic ecosystems
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Fig. 2 | The roleof zooplanktonwithin thebiological carbonpumpandpossible
climate-driven impacts on key zooplankton processes. a Zooplankton graze on
phytoplankton, transferring carbon and nutrients. Excess nutrients in zooplankton
are recycled via excretion and egestion either within the upper ocean or
throughout the entire water column as some zooplankton undertake diel vertical
migration. Unconsumed phytoplankton form aggregates, and together with zoo-
plankton faecal pellets, these particles rapidly sink and are exported to deeper
waters. However, bacteria remineralise much of these sinking particles along its

descent. b The smaller figure showcases the potential direction of change on three
zooplankton processes – respiration, grazing, and excretion and egestion, under
ocean warming. Studies to date show that zooplankton respiration will increase
under a futurewarmer ocean, however themagnitudeof grazing and excretion and
egestion are unclear. Consequently, the magnitude of carbon exported through
zooplankton-related activities under ocean warming remains unclear. This figure
was designed by Dr Stacey McCormack (Visual Knowledge).
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Basic questions

WHO ?
WHERE ?
WHAT ?

WHY ?



Traditional approaches

 Collect organisms with different 
protocols (nets, bottles, CPR…)
 Count and Identify them with 

microscope
(also genomic)

Tara (2009-2013)
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Figure 3. Distribution of original sampling depth. Depth interval
0–10 corresponds to zCAT i010; depth interval 0–20 corresponds to
zCAT i020, etc. (see Table 4).

using Chauvenet’s criterion; all values being lower than the
critical value of the mean +4.6534⇥ standard deviation.
Sampling protocols, handling, preservation and measure-

ment techniques were not considered when removing out-
liers. These variables are assumed reasonably consistent
within COPEPOD, but are most likely not uniform across
datasets and projects. Issues related to sampling such as the
inherent variability of field populations (Landry et al., 2001),
mesh size, type of net, gear avoidance, seasonal/diel vertical
migrations, sample handling, e.g., sample splitting, size frac-
tionation and sample analysis, all sources of random sam-
pling error, were considered to have a greater e↵ect than the
sampling bias issues found across projects/datasets.

3.2 Biomass description

The mesozooplankton biomass database contains 153 163
data points. Data from a number of stations that have been
sampled repeatedly over many years, or programs where
measurements have been made on a fine-resolution grid
have been included. Therefore, after gridding, we obtained
42 245 data points on the WOA grid (1�⇥1�⇥12 months⇥ 33
depths), representing coverage of annually averaged biomass
for 20% of the ocean surface. To limit the overrepresentation
of well-sampled locations, we present results of the gridded
data.
The gridded data were split between regions as follows:

46% of the data were found in the Pacific Ocean, 16% in the
Atlantic Ocean, 16% in the Indian Ocean and 14% in the
polar oceans. The tropics, including the equatorial Atlantic,
equatorial Pacific, Indian Ocean, which represent 43% of the
ocean surface, accounted for 39% of the data. In contrast
14% of the data came from the polar oceans, which represent
5% of the ocean surface. Only 22% of the data were found
in the Southern Hemisphere (Fig. 4). There is some sampling
bias towards the local summer season (Fig. 5e and f), with
peak cells found in summer months in both hemispheres.

Figure 4. Global distribution of all mesozooplankton biomass
data (converted to carbon and a common 333 µm equivalent mesh
size). Each point represents a station where mesozooplankton were
recorded.

The distribution of biomass values between open water
and shelf water was also examined. “Shelf water” was de-
fined as a 1-degree grid cell in an area with a bottom depth
of less than 200m or adjacent to a grid containing land.
Globally, the ratio of open vs. shelf water mesozooplankton
biomass values was exactly 50%. However, when Northern
and Southern hemispheres are compared, the partitioning be-
tween open and shelf water was 47% to 53% in the north and
80% to 20% in the south; i.e., the Southern Hemisphere data
were dominated by open water values. These values reflect
the asymmetry in the proportion of samples collected in both
hemispheres. Greater shelf water area and greater sampling
e↵ort (in terms of samples collected) in the Northern Hemi-
sphere is important to consider when comparing these values.
Although open water values seem to dominate the Southern
Hemisphere data, biomass values for the region may not nec-
essarily reflect de facto open water environment. Ice cover in
the Southern Ocean means that although many samples are
collected along the ice edge, the e↵ective coastline, depend-
ing upon the season, these are labeled as “open” water by the
criteria stated above.

3.3 Global estimates

Global estimates of mesozooplankton biomass were cal-
culated from the gridded data in the top 200m of the
global ocean (see Table 5). Global mesozooplankton biomass
had a mean of 5.9 µgCL�1, a median of 2.7 µgCL�1 and
a standard deviation of 10.6 µgCL�1. Biomass was high-
est in the Northern Hemisphere, and there were slight de-
creases from polar oceans (40–90�) to more temperate re-
gions (15–40�) in both hemispheres. Values in the trop-
ics (15�N–15� S) were intermediate between those at the
northern and southern temperate latitudes. The standard de-
viation within the latitude bands was high so the di↵er-
ences in the mean were not significant. The global to-
tal of mesozooplankton carbon biomass in the top 200m
of the ocean was estimated at 0.19 PgC. This total was

Earth Syst. Sci. Data, 5, 45–55, 2013 www.earth-syst-sci-data.net/5/45/2013/
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Bering Sea cold pool94–96,98. The Palmer LTER project in Antarctica
has demonstrated connectivity between ecosystem productivity at
the Western Antarctic Peninsula and the climatological indices of
the SAM and ENSO59–61. Similarly, in Brazil, the Brazilian LTER at the
estuary of the Patos Lagoon and adjacent coast revealed that
composition of phytoplankton, zooplankton, benthic flora and
macrofauna were affected by different scales of variability related
to ENSO97. In the Mediterranean Sea, a meta-analysis of several time
series over the last 50 years highlighted substantial changes in
plankton community composition that resulted from direct local
anthropogenic nutrient input or basin-scale decadal evolution
related to the NAO159. When Northern Hemisphere time series data
were aggregated, a regime shift (large, persistent change in the
state of the community or ecosystem) was identified in the 1980s
due to an increase in Northern Hemisphere air and SST and a
strongly positive phase of the Arctic Oscillation; however, there was
considerable regional variability160.

Complex physical, biogeochemical and biological processes
interact to shape a given region; thus, scaling local and regional find-
ings into a global context is likely to be non-linear. Additionally, rela-
tively fewmulti-decadal long-term studies and datasets exist for ocean
ecosystems161. We identified 168 long-term zooplankton monitoring
programmes and CPR surveys undertaken in 6 oceanic regions
(through the Marine Ecological Time Series Database162, EU Horizon
2020 EuroSea survey163 and surveys undertaken as part of this Review).
In Fig. 3 (see alsoSupplementaryData 1),we separate the 168 long-term
zooplankton monitoring programmes and 6 CPR survey regions
because, while they both sample zooplankton, CPR surveys have a
much wider spatial coverage and the CPR also surveys for large

phytoplankton. Of all these monitoring programmes, ~19% had their
data freely available, 9% haddata that partially available (that is, part of
thedatawas available andpartwas restricted or unavailable for various
reasons), data for 13% were available on request, data for 7% were not
available and ~52% were undefined (unable to determine data avail-
ability) (Fig. 3). Of the programmes that had their data publicly avail-
able, zooplankton were sampled using different techniques and the
data were stored in various repositories, thus identifying comparable
descriptors is challenging.

An overwhelming 81% of the data collected from long-term
monitoring programmes is either partially available or not publicly
available, which prevents the scientific community from answering
large-scale questions about the response of zooplankton to climate
variability and long-term climate change. Renewed effort is needed
from the research community, funders and journals alike to ensure
that crucial long-term monitoring data, particularly on zooplankton
abundance, biomass and diversity required to understand phenology
and range shifts, is made publicly available for global analysis to be
undertaken. We provide two examples that highlight the success of
open-source data. The first is the recent introduction of jellyfish into
the PlankTOM11 model164 using observational data extracted from the
MAREDATdatabase165. Modelling jellyfish abundance against observed
data provided confidence in themodel results, including the important
role jellyfish have in regulating marine ecosystems, particularly in
controlling macrozooplankton biomass and its cascading impact
through the ecosystem164. A second example is the inclusion of zoo-
planktondata from theCOPEPODdatabase166 to produce robust global
maps of zooplankton biomass and abundance of different functional

Fig. 3 | Map of long-term monitoring programmes for zooplankton in the
global ocean. Blue lines indicate Continuous Plankton Recorder (CPR) surveys and
symbols indicate sites of specific long-term monitoring programmes (see Supple-
mentary Data 1 for details of numbered sites). Stars indicate data is freely available
to download, squares indicate data available on request, triangle indicates partially

available, and circles indicate data either not available or unclear on data avail-
ability. Only programmes where coordinates were available were plotted. Data
sourced from the Marine Ecological Time Series Database, EuroSea survey and
surveys undertaken as part of this review effort. This figure was designed by Dr
Stacey McCormack (Visual Knowledge).
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Figure 3. Distribution of original sampling depth. Depth interval
0–10 corresponds to zCAT i010; depth interval 0–20 corresponds to
zCAT i020, etc. (see Table 4).

using Chauvenet’s criterion; all values being lower than the
critical value of the mean +4.6534⇥ standard deviation.
Sampling protocols, handling, preservation and measure-
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within COPEPOD, but are most likely not uniform across
datasets and projects. Issues related to sampling such as the
inherent variability of field populations (Landry et al., 2001),
mesh size, type of net, gear avoidance, seasonal/diel vertical
migrations, sample handling, e.g., sample splitting, size frac-
tionation and sample analysis, all sources of random sam-
pling error, were considered to have a greater e↵ect than the
sampling bias issues found across projects/datasets.

3.2 Biomass description

The mesozooplankton biomass database contains 153 163
data points. Data from a number of stations that have been
sampled repeatedly over many years, or programs where
measurements have been made on a fine-resolution grid
have been included. Therefore, after gridding, we obtained
42 245 data points on the WOA grid (1�⇥1�⇥12 months⇥ 33
depths), representing coverage of annually averaged biomass
for 20% of the ocean surface. To limit the overrepresentation
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data.
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14% of the data came from the polar oceans, which represent
5% of the ocean surface. Only 22% of the data were found
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data (converted to carbon and a common 333 µm equivalent mesh
size). Each point represents a station where mesozooplankton were
recorded.

The distribution of biomass values between open water
and shelf water was also examined. “Shelf water” was de-
fined as a 1-degree grid cell in an area with a bottom depth
of less than 200m or adjacent to a grid containing land.
Globally, the ratio of open vs. shelf water mesozooplankton
biomass values was exactly 50%. However, when Northern
and Southern hemispheres are compared, the partitioning be-
tween open and shelf water was 47% to 53% in the north and
80% to 20% in the south; i.e., the Southern Hemisphere data
were dominated by open water values. These values reflect
the asymmetry in the proportion of samples collected in both
hemispheres. Greater shelf water area and greater sampling
e↵ort (in terms of samples collected) in the Northern Hemi-
sphere is important to consider when comparing these values.
Although open water values seem to dominate the Southern
Hemisphere data, biomass values for the region may not nec-
essarily reflect de facto open water environment. Ice cover in
the Southern Ocean means that although many samples are
collected along the ice edge, the e↵ective coastline, depend-
ing upon the season, these are labeled as “open” water by the
criteria stated above.

3.3 Global estimates

Global estimates of mesozooplankton biomass were cal-
culated from the gridded data in the top 200m of the
global ocean (see Table 5). Global mesozooplankton biomass
had a mean of 5.9 µgCL�1, a median of 2.7 µgCL�1 and
a standard deviation of 10.6 µgCL�1. Biomass was high-
est in the Northern Hemisphere, and there were slight de-
creases from polar oceans (40–90�) to more temperate re-
gions (15–40�) in both hemispheres. Values in the trop-
ics (15�N–15� S) were intermediate between those at the
northern and southern temperate latitudes. The standard de-
viation within the latitude bands was high so the di↵er-
ences in the mean were not significant. The global to-
tal of mesozooplankton carbon biomass in the top 200m
of the ocean was estimated at 0.19 PgC. This total was
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has demonstrated connectivity between ecosystem productivity at
the Western Antarctic Peninsula and the climatological indices of
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estuary of the Patos Lagoon and adjacent coast revealed that
composition of phytoplankton, zooplankton, benthic flora and
macrofauna were affected by different scales of variability related
to ENSO97. In the Mediterranean Sea, a meta-analysis of several time
series over the last 50 years highlighted substantial changes in
plankton community composition that resulted from direct local
anthropogenic nutrient input or basin-scale decadal evolution
related to the NAO159. When Northern Hemisphere time series data
were aggregated, a regime shift (large, persistent change in the
state of the community or ecosystem) was identified in the 1980s
due to an increase in Northern Hemisphere air and SST and a
strongly positive phase of the Arctic Oscillation; however, there was
considerable regional variability160.

Complex physical, biogeochemical and biological processes
interact to shape a given region; thus, scaling local and regional find-
ings into a global context is likely to be non-linear. Additionally, rela-
tively fewmulti-decadal long-term studies and datasets exist for ocean
ecosystems161. We identified 168 long-term zooplankton monitoring
programmes and CPR surveys undertaken in 6 oceanic regions
(through the Marine Ecological Time Series Database162, EU Horizon
2020 EuroSea survey163 and surveys undertaken as part of this Review).
In Fig. 3 (see alsoSupplementaryData 1),we separate the 168 long-term
zooplankton monitoring programmes and 6 CPR survey regions
because, while they both sample zooplankton, CPR surveys have a
much wider spatial coverage and the CPR also surveys for large

phytoplankton. Of all these monitoring programmes, ~19% had their
data freely available, 9% haddata that partially available (that is, part of
thedatawas available andpartwas restricted or unavailable for various
reasons), data for 13% were available on request, data for 7% were not
available and ~52% were undefined (unable to determine data avail-
ability) (Fig. 3). Of the programmes that had their data publicly avail-
able, zooplankton were sampled using different techniques and the
data were stored in various repositories, thus identifying comparable
descriptors is challenging.

An overwhelming 81% of the data collected from long-term
monitoring programmes is either partially available or not publicly
available, which prevents the scientific community from answering
large-scale questions about the response of zooplankton to climate
variability and long-term climate change. Renewed effort is needed
from the research community, funders and journals alike to ensure
that crucial long-term monitoring data, particularly on zooplankton
abundance, biomass and diversity required to understand phenology
and range shifts, is made publicly available for global analysis to be
undertaken. We provide two examples that highlight the success of
open-source data. The first is the recent introduction of jellyfish into
the PlankTOM11 model164 using observational data extracted from the
MAREDATdatabase165. Modelling jellyfish abundance against observed
data provided confidence in themodel results, including the important
role jellyfish have in regulating marine ecosystems, particularly in
controlling macrozooplankton biomass and its cascading impact
through the ecosystem164. A second example is the inclusion of zoo-
planktondata from theCOPEPODdatabase166 to produce robust global
maps of zooplankton biomass and abundance of different functional

Fig. 3 | Map of long-term monitoring programmes for zooplankton in the
global ocean. Blue lines indicate Continuous Plankton Recorder (CPR) surveys and
symbols indicate sites of specific long-term monitoring programmes (see Supple-
mentary Data 1 for details of numbered sites). Stars indicate data is freely available
to download, squares indicate data available on request, triangle indicates partially

available, and circles indicate data either not available or unclear on data avail-
ability. Only programmes where coordinates were available were plotted. Data
sourced from the Marine Ecological Time Series Database, EuroSea survey and
surveys undertaken as part of this review effort. This figure was designed by Dr
Stacey McCormack (Visual Knowledge).
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Plankton quantitative imaging 

Benfield et al., 2007
Irisson et al., 2021

Oceanography  Vol. 20, No. 2174

et al., 1999; Katz et al., 1999; Hobson and 

Watson, 1999; Nebrensky et al., 2002) 

(Figure 3) and these may offer a means 

of imaging nano- to mesoplankton 

from larger volumes of water. Whether 

designed for small or large plankton, 

these instruments collect quantitative 

images of the contents of defined vol-

umes of water, which provide unique 

Figure 1. The number of in situ imaging systems is increasing rapidly. These are examples of some zooplankton and micronekton imaging systems (A-J) along 
with their corresponding (a-j) representative regions of interest (ROIs). Note that in most cases, the ROIs have been cropped from a larger image and have been 
resized to fit in the figure. None of the ROIs are to the same scale. A. Ocean DiVA: Digital Video Acquisition System. Image: C. Pilskaln, SMAST B. ISIIS: In Situ 
Ichthyoplankton Imaging System. Image: R. Cowen, RSMAS C. LOPC: Laser Optical Plankton Counter mounted in a ring net. Image: A. Herman, DFO Canada 
D. SIPPER: Shadowed Image Particle Profiler and Evaluation Recorder mounted below an autonomous pontoon vehicle. Image: A. Remsen, USF  
E. UVP: Underwater Video Profiler. Image: G. Gorsky, Laboratoire Oceanography Villefranche sur mer F. VPR: Video Plankton Recorder mounted on 
BIOMAPPER II vehicle. Image: M. Benfield, LSU G. VPR II: Video Plankton Recorder II mounted in the Flying Fish high-speed towbody. Image C. Davis, WHOI 
H. LAPIS: Large-Area Plankton Imaging System. Image: E. Horgan, WHOI I. ZOOVIS-SC: Self-Contained Zooplankton Visualization System. Image: M. Sutor, LSU  
J. ZOOVIS: Zooplankton Visualization System. Image: M. Benfield, LSU
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information about the distribution, 

abundance, and behavior of plankton on 

scales that cannot be approached by con-

ventional sampling systems such as nets 

and pumps. 

One of the major advantages of imag-

ing systems is their ability to collect 

information on distributions and abun-

dances without physically contacting the 

target plankton. Because many taxa are 

quite fragile, cameras are particularly 

effective for studying gelatinous forms 

that would otherwise be destroyed or 

damaged in nets (e.g., Benfield et al., 

2003; Remsen et al., 2004; Stemmann et 

al., in press). Small translucent objects 

such as fish eggs can be effectively 

imaged and counted using flow-through 

imaging systems adapted for shipboard 

use (e.g., Iwamoto et al., 2001). Most 

imaging systems are equipped with envi-

ronmental sensors that measure hydro-

graphic parameters on scales that can be 

directly related to the organisms imaged 

to provide insights into the subtle rela-

tionships between hydrography and 

species distributions (e.g., Ashjian et al., 

2001, 2005; Davis et al., 2004). Cameras 

permit measurement of the orientations 

of zooplankton, which affect their acous-

tical scattering strength and may also be 

used to infer behavior (Benfield et al., 

2000). Highly capable imaging systems 

can provide a near-continuous picture 

of the distributions of plankton on basin 

scales. Such deployments have recently 

revealed much deeper distributions of 

the cyanobacterium Trichodesmium, with 

implications for nitrogen-fixation rates 

and patterns (Pilskaln et al., 2005; Davis 

and McGillicuddy, 2006). 

IMAGING PRESERVED  
PLANKTON SAMPLES
In situ instruments are not the only 

area where plankton imaging is making 

inroads. Direct digitization of plank-

ton samples from nets and pumps is an 

increasingly popular method for pro-

Figure 2. There is great interest in developing systems capable of quantifying phytoplankton-sized par-
ticles in situ. A. An in situ imaging flow cytometer called the FlowCytobot being deployed. B. A collage 
of images produced by the FlowCytobot. Images: R. Olsen and H. Sosik, WHOI C. Fido-φ is a free-falling 
imaging fluorometer that quantifies phytoplankton and other particle distributions within discrete 
slabs of water. D. Images of diatom chains from Fido-φ. Images: P. Franks and J. Jaffe, Scripps Institution 
of Oceanography E. The Harmful Algal Bloom (HAB) Buoy, an in situ phytoplankton and zooplankton-
imaging system currently under development. F. FlowCAM is designed to image microzooplankton and 
phytoplankton. Image: M. Sieracki, Bigelow Laboratory for Ocean Sciences G. A collage of images from the 
new Color FlowCAM. Image: M. Sieracki, Bigelow Laboratory for Ocean Sciences

 less pixels and taxonomic 
resolutions, smaller observed 
volume but traits and taxa 
obtained at individual models for 
a massive number of organisms



Early 2000’s, Plankton imaging is promising
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dances without physically contacting the 

target plankton. Because many taxa are 

quite fragile, cameras are particularly 

effective for studying gelatinous forms 

that would otherwise be destroyed or 

damaged in nets (e.g., Benfield et al., 

2003; Remsen et al., 2004; Stemmann et 

al., in press). Small translucent objects 

such as fish eggs can be effectively 

imaged and counted using flow-through 

imaging systems adapted for shipboard 

use (e.g., Iwamoto et al., 2001). Most 

imaging systems are equipped with envi-

ronmental sensors that measure hydro-

graphic parameters on scales that can be 

directly related to the organisms imaged 

to provide insights into the subtle rela-

tionships between hydrography and 

species distributions (e.g., Ashjian et al., 

2001, 2005; Davis et al., 2004). Cameras 

permit measurement of the orientations 

of zooplankton, which affect their acous-

tical scattering strength and may also be 

used to infer behavior (Benfield et al., 

2000). Highly capable imaging systems 

can provide a near-continuous picture 

of the distributions of plankton on basin 

scales. Such deployments have recently 

revealed much deeper distributions of 

the cyanobacterium Trichodesmium, with 

implications for nitrogen-fixation rates 

and patterns (Pilskaln et al., 2005; Davis 

and McGillicuddy, 2006). 

IMAGING PRESERVED  
PLANKTON SAMPLES
In situ instruments are not the only 

area where plankton imaging is making 

inroads. Direct digitization of plank-

ton samples from nets and pumps is an 

increasingly popular method for pro-

Figure 2. There is great interest in developing systems capable of quantifying phytoplankton-sized par-
ticles in situ. A. An in situ imaging flow cytometer called the FlowCytobot being deployed. B. A collage 
of images produced by the FlowCytobot. Images: R. Olsen and H. Sosik, WHOI C. Fido-φ is a free-falling 
imaging fluorometer that quantifies phytoplankton and other particle distributions within discrete 
slabs of water. D. Images of diatom chains from Fido-φ. Images: P. Franks and J. Jaffe, Scripps Institution 
of Oceanography E. The Harmful Algal Bloom (HAB) Buoy, an in situ phytoplankton and zooplankton-
imaging system currently under development. F. FlowCAM is designed to image microzooplankton and 
phytoplankton. Image: M. Sieracki, Bigelow Laboratory for Ocean Sciences G. A collage of images from the 
new Color FlowCAM. Image: M. Sieracki, Bigelow Laboratory for Ocean Sciences
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B R E A K I N G  W A V E S

When Victor Hensen deployed the first 

true plankton1 net in 1887, he and his 

colleagues were attempting to answer 

three fundamental questions: What 

planktonic organisms are present in 

the ocean? How many of each type are 

present? How does the plankton’s com-

position change over time? Although 

answering these questions has remained 

a central goal of oceanographers, the 

sophisticated tools available to enumer-

ate planktonic organisms today offer 

capabilities that Hensen probably could 

never have imagined. 

Nets still remain the central instru-

ment in our plankton sampling tool-

box. But at the present time, it is not 

uncommon to have computer-controlled 

underwater vehicles equipped with mul-

tiple nets or cod-ends that can be flown 

along precise trajectories while transmit-

ting real-time environmental data and 

system telemetry to a surface ship (see 

Wiebe and Benfield, 2003). In addition 

to nets, pumping systems bring water to 

the surface, where plankton from differ-

ent depth strata can be filtered out. The 

most dramatic development in plankton 

survey technology has been the emer-

gence of cameras capable of imaging 

the contents of defined and generally 

undisturbed volumes of water. These 

imaging systems provide nearly continu-

ous records of fine-scale distributions 

of plankton from centimeter- to basin-

wide volumes. 

Plankton-imaging systems pose new 

challenges to studies of aquatic biota. 

In this paper we summarize the devel-

opment of plankton-imaging systems, 

advances in extracting useful informa-

tion from image data sets in a timely 

manner, and the most pressing issues 

that must be resolved to further advance 

this field of study.

PLANKTON IMAGING SYSTEMS
The development of plankton-imaging 

systems was not a simple response to 

the availability of compact cameras and 

associated electronic components. Their 

genesis reflects the influence of early 

attempts to accelerate processing of sam-

ples from plankton nets, the recognition 

that we needed instruments that could 

provide information on fine spatial and 

temporal scales, and interest in quantify-

ing fragile marine aggregates. 

Plankton-imaging-system develop-

ment has been strongly influenced by 

the desire to reduce sample processing 

time. One thing that has not changed 

since the late 1800s is that the collection 

and enumeration of plankton samples 

remains a labor-intensive endeavor. 

Traditional microscopic analysis of pre-

served samples usually involves sub-

sampling, counting, and sorting large 

numbers of individuals into taxonomic 

groups. Often, individuals are also mea-

sured using a calibrated ocular microm-

eter. Such activities are time consuming, 

resulting in a long lag between sample 

collection and data analysis and inter-

pretation. Moreover, processing requires 

a well-trained human expert capable of 

frequently distinguishing subtle mor-

phological features. Attempts to acceler-

ate processing by extending the amount 

of time spent working with a microscope 

can lead to fatigue and increased error 

rates. Careful processing of samples, 

therefore, requires a patient and compe-

tent expert with ample time.

BY M A R K C .  B E N F I E L D,  PH I L I PPE  G RO S J E A N ,  PH I L  F.  C U LVE R H O USE ,  X A B I E R  I R I G O I E N , 
M I C H A E L  E .  S I E R AC KI ,  A N G E L  LO PE Z U R RU T I A ,  H A NS G .  DA M ,  Q I AO H U, 

C A B E L L  S .  DAVIS ,  A L L E N H A NSE N ,  C Y NT H I A H .  P I L SK A L N ,  E DWA R D M .  R ISE M A N , 
 H OWA R D S C H U LT Z ,  PAU L E .  U TG O F F,  A N D G A B R I E L  G O R SK Y

1 The term plankton is used to include phytoplankton and zooplankton. While most of the current study on image classification has focused on mesozooplankton, the challenges 
involved are common to microzooplankton and phytoplankton.
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List of commercially available instruments in 2019
Lombard et al., (2019) Front. in Mar. Sci.

20 years later, many plankton imaging systems are available
Lombard et al. Quantitative Observations of Plankton Ecosystem

FIGURE 1 | Comparison of the total size range of plankton (in equivalent spherical diameter; ESD) that available optical and imaging methods can sample. Dashed

lines represent the total operational size range from commercial information while the red line represent the practical size range which is efficient to obtain quantitative

information, for an example see Figure 2. Drawings by Justine Courboules.

3.4.2.2. Laboratory and in situ imaging systems
In order to obtain quantitative information on plankton >

100 µm, larger volumes of water need to be examined than is
possible with IFCs. In situ imaging is non-destructive and can
be combined with net sampling. However, there are numerous
challenges. The most important criterion is the optimization of
the trade-off between sensitivity, resolution, contrast and depth
of field so that image quality allows taxonomic identification
while the imaged volume is large enough for statistically relevant
estimations of concentrations.

High magnification imaging at short distances results in a
depth of field (DOF) of only a few millimeters and thus, in a high
proportion of out-of-focus images not limited to the DOF (e.g.,
Schulz, 2013). To avoid motion blurring, short shutter speeds of
a few microseconds are required (e.g., Davis et al., 1992; Schulz,
2013). Illumination adapted to the in situ and towing conditions
should guarantee the image quality and high signal-to-noise ratio
of the camera. Imaging systems can be adapted to illuminate a
calibrated volume of water for more precise quantification of
plankton and particles (Picheral et al., 2010). Due to the above-
described trade-offs, in situ systems have a relatively restricted
size range of operation and focus either on small size classes with
a small volume imaged (e.g., CPICS, LOKI), where imaging of
sizes less than a few millimeters with a high depth of field is
close to the feasible border of the physical laws of optics (Schulz,

2013), or target larger fields of views with less details on organism
morphology.

Another method to overcome the in situ constrains is to
use imaging methods on net-collected plankton samples. In this
case the conditions required for an optimal field of view and
DOF may be met. However, net tows integrate the plankton
over towing distances and can be intrusive, damaging some
of the collected organisms. Plankton samples from nets may
be imaged either by flow-through chambers (e.g., FlowCam-
Macro, LOKI) or plankton scanners such as the ZooScan (Gorsky
et al., 2010). Flow-through techniques limit the maximal size of
organisms observable to the minimal diameter of its tubing. To
avoid clogging, larger individuals are removed prior to analysis.
Scanner-based approaches cannot be used in situ and are difficult
to use at sea. Samples therefore have to be treated with fixatives
that can modify the chemical composition of organisms, their
color and, in some cases, their morphology. in situ imaging
provides an alternative to study fragile taxa, such as gelatinous
organisms, which may be damaged or destroyed by net tows
(Remsen et al., 2004; Stemmann et al., 2008a).

In the following section, a selection of plankton imaging
devices (other than the IFCs discussed above) that are
commercially available, along with their imaging approach, are
briefly introduced (more details are available in Table 1). As a
general rule, information content on plankton increases with
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Figure 3
Accumulation of images and samples contained in a single repository (EcoTaxa; Picheral et al. 2017). Image data sets collected with
different instruments (the UVP, IFCB, FlowCam, ZooScan, ISIIS, etc.) have been uploaded by an international community of users
from more than 350 organizations. Abbreviations: IFCB, Imaging FlowCytobot; ISIIS, In Situ Ichthyoplankton Imaging System; UVP,
Underwater Vision Profiler.

of image-derived traits to enable new functional ecology approaches, and (c) propose next steps
for the future of plankton classifiers, the coordinated acquisition of massive imaging data sets, and
the development of tools for quantitative imaging.

2. THE CLASSIFICATION OF PELAGIC IMAGES
2.1. A History of Machine Learning Approaches
Machine learning covers all techniques that learn patterns from a training data set and can then
find the same patterns in another, independent, test data set. To classify images taxonomically
and access the underlying ecological information (e.g., concentrations, biomass per taxon), most
studies have used supervised classifiers, which learn to classify (i.e., give a name to) new images
based on a set of images already classified by human experts.

We now tend to separate classic machine learning from deep learning (LeCun et al. 2015). In
the classic approaches, the images are first processed by deterministic algorithms that extract in-
formation from them—the size of the organism, its average color or gray level, the complexity of
its shape, its symmetry, and so on. Those features are said to be handcrafted because they indeed
need to be crafted by a practitioner, who must assess or guess what is relevant to tell the various
taxa apart. Then, the classification algorithm, such as support vector machines (Cortes & Vapnik
1995) or random forests (RF) (Breiman 2001), learns which combinations of feature values are
associated with which taxonomic label. Deep learning for image classification is based on convo-
lutional neural networks (CNNs) (Krizhevsky et al. 2012, Russakovsky et al. 2015). The first part
of the network extracts features from the input image by computing convolutions (i.e., multipli-
cation by a filter) over it; convolutions increase contrast, highlight edges, and so on. After several
steps of convolution and reduction, the image is transformed into a vector of numbers: its deep
features. These features are then used by a classifier, just like with classic learning; the classifier
here is an artificial neural network. The main difference from classic machine learning is that the
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2013), or target larger fields of views with less details on organism
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Another method to overcome the in situ constrains is to
use imaging methods on net-collected plankton samples. In this
case the conditions required for an optimal field of view and
DOF may be met. However, net tows integrate the plankton
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of image-derived traits to enable new functional ecology approaches, and (c) propose next steps
for the future of plankton classifiers, the coordinated acquisition of massive imaging data sets, and
the development of tools for quantitative imaging.

2. THE CLASSIFICATION OF PELAGIC IMAGES
2.1. A History of Machine Learning Approaches
Machine learning covers all techniques that learn patterns from a training data set and can then
find the same patterns in another, independent, test data set. To classify images taxonomically
and access the underlying ecological information (e.g., concentrations, biomass per taxon), most
studies have used supervised classifiers, which learn to classify (i.e., give a name to) new images
based on a set of images already classified by human experts.

We now tend to separate classic machine learning from deep learning (LeCun et al. 2015). In
the classic approaches, the images are first processed by deterministic algorithms that extract in-
formation from them—the size of the organism, its average color or gray level, the complexity of
its shape, its symmetry, and so on. Those features are said to be handcrafted because they indeed
need to be crafted by a practitioner, who must assess or guess what is relevant to tell the various
taxa apart. Then, the classification algorithm, such as support vector machines (Cortes & Vapnik
1995) or random forests (RF) (Breiman 2001), learns which combinations of feature values are
associated with which taxonomic label. Deep learning for image classification is based on convo-
lutional neural networks (CNNs) (Krizhevsky et al. 2012, Russakovsky et al. 2015). The first part
of the network extracts features from the input image by computing convolutions (i.e., multipli-
cation by a filter) over it; convolutions increase contrast, highlight edges, and so on. After several
steps of convolution and reduction, the image is transformed into a vector of numbers: its deep
features. These features are then used by a classifier, just like with classic learning; the classifier
here is an artificial neural network. The main difference from classic machine learning is that the

www.annualreviews.org • Machine Learning for Pelagic Images 18.5

A
nn

u.
 R

ev
. M

ar
. S

ci
. 2

02
2.

14
. D

ow
nl

oa
de

d 
fro

m
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

 A
cc

es
s p

ro
vi

de
d 

by
 U

ni
ve

rs
ite

 P
ie

rre
 e

t M
ar

ie
 C

ur
ie

 (U
PM

C)
 o

n 
09

/2
8/

21
. F

or
 p

er
so

na
l u

se
 o

nl
y.

 

This session S8: more instruments 
ISIIS-DPI, PlanktonScope, Zooglider, 
ImagePlanktonProbe, iCPR, 
PlanktonImager, Planktoscope, …



Particulate Organic Carbon

macro and mesoplankton 
(Taxa size spectra)

Pico and microplankton
(taxa, size spectra)

CTD and geochemical data
N

Pl

Zn

DPSD

Today (or very soon), Global Plankton Imaging is possible

Stemmann et al., 2012

Imaging sensors from Autonomous
platforms



Particulate Organic Carbon

macro and mesoplankton 
(Taxa size spectra)

Pico and microplankton
(taxa, size spectra)

CTD and geochemical data
N

Pl

Zn

DPSD

Today (or very soon), Global Plankton Imaging is possible

Stemmann et al., 2012

Imaging sensors from Autonomous
platforms

Are plankton nets a thing of the past? 
Giering et al., (2022)



Particulate Organic Carbon

macro and mesoplankton 
(Taxa size spectra)

Pico and microplankton
(taxa, size spectra)

CTD and geochemical data
N

Pl

Zn

DPSD

Stemmann et al., 2012 Lombard et al., 2019

Today (or very soon), Global Plankton Imaging is possible
Imaging sensors from Autonomous
platforms

Imaging sensors on other
platforms (ex or in situ)



Particulate Organic Carbon

macro and mesoplankton 
(Taxa size spectra)

Pico and microplankton
(taxa, size spectra)

CTD and geochemical data
N

Pl

Zn

DPSD

Stemmann et al., 2012 Lombard et al., 2019

Are data from lab and in situ gears 
comparable?

How can regionally scaled data feed  global 
observation ?

What are the conditions for a distributed 
observation ?

Today (or very soon), Global Plankton Imaging is possible
Imaging sensors from Autonomous
platforms

Imaging sensors on other
platforms (ex or in situ)



How to climb the ladder of scales ?

Monthiller et al (2022) after Dickey (2001)

Hatton et al., 2021

http://dx.doi.org/10.1103/PhysRevLett.129.064502


Monthiller et al (2022) after Dickey (2001)

Hatton et al., 2021

How to climb the ladder of scales ?

http://dx.doi.org/10.1103/PhysRevLett.129.064502


Plankton Ecology with imaging systems: small temporal changes

< 1 day

O. Möller et al., 2012, MEPS

Möller et al.: Marine snow, zooplankton and thin layers

cle and plankton sizes in the sampling area. This
magnification was deemed suitable for imaging small-
sized adult calanoid copepod species like Acartia
spp., Temora longicornis and Pseudocalanus acus-
pes, known to dominate the mesozooplankton in the
Baltic Sea (Möllmann et al. 2000). Illumination for the
camera was provided by a strobe (Seascan, 20 W
Hamamatsu xenon bulb) with a pulse duration of 1 µs
that was synchronized with the camera shutter. Addi-
tionally, the VPR was equipped with hydrographic
and environmental sensors to measure temperature
and salinity (CTD) (Falmouth Scientific) as well as
fluorescence (Seapoint, model SCF).

The VPR was mounted on an equipment rack with
a v-fin depressor and towed continuously from near
bottom to near surface in an undulating way, to
obtain data from the whole water column. In order to
exclude the influence of turbulence in the ship’s
wake and to maintain a safe distance from the bot-
tom, the sampled layer was limited to below ~7 m

from the surface and above ~8 m from the bottom.
We towed the VPR between 23:00 and 11:00 h cover-
ing the night/day transition. The gear was towed at
1.5 m s−1 (4 knots) and covered a distance of 115 km
in total along a star-shaped transect (Fig. 1) with an
hourly mean sampling volume of 130.4 l (1565 l in
total).

Analysis and classification of images

Recorded images and sensor data were sent in real
time to an onboard unit via a fibre optic cable. Plank-
ton and other particle images were extracted from
each image frame as regions of interest (ROIs) using
the Autodeck image analysis software (Seascan) and
saved to the computer hard drive as TIFF files. Each
ROI was tagged using a time stamp to allow merging
with the hydrographic parameters that were written
to a separate logfile.

59

Fig. 1. The Baltic Sea with the study area in the Bornholm Basin marked by a red square; the black star indicates the net
 sampling location. Upper right panel: density profile (σ, color-coded) along the Video Plankton Recorder (VPR) tow track; the 

black line indicates the VPR tow-yos

Mar Ecol Prog Ser 468: 57–69, 2012

l−1) than with the Multinet (max. 5.8 ind. l−1). As
expected the vertical distribution pattern showed
clear differences as well. The fine-scale resolution of
the VPR profile allowed discrimination of the cope-
pod layer at 50 to 55 m, while this feature could not
be observed with the coarse vertical resolution of the
Multinet sampling.

Indications for marine snow−mesozooplankton
interaction

As an indication of the feeding interaction between
copepods and marine snow, we calculated an index
of their vertical overlap. Overlap indices for marine
snow and copepods ranged from 1.04 to 1.51 along
the whole tow track, indicating a permanent posi-
tively correlated distribution pattern (Fig. 6). Peak
concentrations of marine snow aggregates and high
abundances of copepods coincided within a vertical
narrow band along the pycnocline. Because there
was no indication of diel changes in the abundance
and distribution of copepods and marine snow, a sta-
ble overlap was observed. Only minor variations
were observed in the overlap index for single up and
down casts of the VPR between index values of 0.99
and 1.6.

A portion (approx. 5%) of the marine snow aggre-
gate images obtained with the VPR showed cope-
pods directly attached to the aggregates, suggesting
an active feeding behaviour. However, this estimate
may be low due to occlusion of copepods by aggre-

gates and the ROI extraction method. Furthermore,
many of those images that were in focus and of high
quality allowed species identification. Most of these
images showed Pseudocalanus acuspes with its
antennae in feeding position (Broughton & Lough
2006) suggesting active feeding by copepods on mar-
ine snow (Fig. 7). Feeding behaviour of Temora
longicornis could be identified on a few images as
well.

DISCUSSION

Marine snow occurrence

In this study we quantified the abundance of frag-
ile marine snow aggregates as well as their sizes. We
evaluated the results through a comprehensive liter-
ature review on studies quantifying marine snow
aggregates (Table 1). Our review revealed a large
range of particle abundance and sizes. Generally,
several factors influence the quantification of marine
snow metrics in the field and can explain the vari-
ability between studies. For example, variability in
particle concentrations can be the result of the sam-
pling location or sampling technique. Many previous
studies are based on quantitative observations by
divers, which are often limited to particles readily
visible (≥3 mm) and restricted to the upper surface
layer (Lampitt et al. 1993b). Technical advances
within the last 2 decades have led to an increased
number of data sets that have been assessed by opti-
cal sampling methods and generally tend to result in
decreasing aggregate sizes. Furthermore, size esti-
mates based on in situ measurements with camera

64

00 02 04 06 08 10
0.5

1.0

1.5

2.0

Time (hours of tow track)

O
ve

rla
p 

in
de

x

Fig. 6. Spatial overlap of marine snow and copepods: black
dots represent bi-hourly estimates of the Williamson spatial
overlap index during the sampling period; error bars show
minimum and maximum variations of the overlap index for
each 20 min time step; overlap indices < 1 indicate spatial
segregation between the copepod and marine snow; overlap
indices = 1 indicate that copepods and/or marine snow are
uniformly distributed in the water column; overlap indices >
1 (black dashed line) indicate aggregation of copepods and 

marine snow in certain strata of the water column
Fig. 7. Example of VPR-derived images of copepods attached 

to marine snow, indicating a trophic interaction

Can zooplankton benefit from thin layers of marine snow ?



Plankton Ecology with imaging systems: small temporal changes

< 1 day

O. Möller et al., 2012, MEPS

Möller et al.: Marine snow, zooplankton and thin layers

cle and plankton sizes in the sampling area. This
magnification was deemed suitable for imaging small-
sized adult calanoid copepod species like Acartia
spp., Temora longicornis and Pseudocalanus acus-
pes, known to dominate the mesozooplankton in the
Baltic Sea (Möllmann et al. 2000). Illumination for the
camera was provided by a strobe (Seascan, 20 W
Hamamatsu xenon bulb) with a pulse duration of 1 µs
that was synchronized with the camera shutter. Addi-
tionally, the VPR was equipped with hydrographic
and environmental sensors to measure temperature
and salinity (CTD) (Falmouth Scientific) as well as
fluorescence (Seapoint, model SCF).

The VPR was mounted on an equipment rack with
a v-fin depressor and towed continuously from near
bottom to near surface in an undulating way, to
obtain data from the whole water column. In order to
exclude the influence of turbulence in the ship’s
wake and to maintain a safe distance from the bot-
tom, the sampled layer was limited to below ~7 m

from the surface and above ~8 m from the bottom.
We towed the VPR between 23:00 and 11:00 h cover-
ing the night/day transition. The gear was towed at
1.5 m s−1 (4 knots) and covered a distance of 115 km
in total along a star-shaped transect (Fig. 1) with an
hourly mean sampling volume of 130.4 l (1565 l in
total).

Analysis and classification of images

Recorded images and sensor data were sent in real
time to an onboard unit via a fibre optic cable. Plank-
ton and other particle images were extracted from
each image frame as regions of interest (ROIs) using
the Autodeck image analysis software (Seascan) and
saved to the computer hard drive as TIFF files. Each
ROI was tagged using a time stamp to allow merging
with the hydrographic parameters that were written
to a separate logfile.
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separated the upper water layer from the winter
deep water where temperatures increased to 9°C.
The deep thermocline matched exactly with the
 permanent halocline, where salinity increased with
depth from 8 to a maximum of 18. Together the ther-
mocline and the halocline represented a strong
 density gradient, i.e. a pycnocline.

Phytoplankton

We recorded the chlorophyll a (chl a) concentration
as an index of the phytoplankton biomass by per-
forming fluorescence measurements (Fig. 3). Due to
our sampling scheme VPR measurements were not
performed close to the surface. However, we ob -
served phytoplankton primarily in the uppermost
sampling stratum closest to the surface and not
deeper than 20 m. Mean values of relative chl a
were generally low (max. 0.04 µg l−1) and peak
 abundances were patchy along the transect (max.
0.4 µg l−1).

Marine snow

Marine snow aggregates were the second most
abundant category recorded by the VPR next to
copepods. The particle size spectra ranged from

0.2 to 7 mm in diameter with the highest abundances
in the size class of ~0.5 mm. Fine-scale sampling with
the VPR revealed a dense thin layer of marine snow
aggregates at the pycnocline between 50 and 55 m
depth (Fig. 4a). This thin marine snow layer was
observed to occur over the whole transect with peak
abundances of marine snow aggregates of 28 parti-
cles l−1. Background aggregate concentrations in the
water column varied between 5 and 8 particles l−1

with a mean (±SD) abundance of 6.4 ± 0.5 particles
l−1. Less dense patches of marine snow not related to
the pycnocline were observed at some locations in
the upper mixed layer.

Visual examination of our marine snow images
identified the phytoplankton origin of most aggre-
gates, with many of the larger aggregates having the
characteristic rod shape of diatoms. Additionally,
appendicularians might have contributed to the mar-
ine snow production, since they produce houses that,
once discarded, look like diatom flocks. Smaller and
more abundant aggregates had a mucoid matrix
including senescent diatom cells, detrital material
and, due to the high abundance of copepods, proba-
bly also copepod exoskeletons as well as fecal pel-
lets. We assume the absence of a fluorescence signal
within the thin layer observed in our study to be due
to the decay of phytoplankton cells. This could also
explain the presence of an amorphous and flocculent
film visible on all images. Furthermore, we observed
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Fig. 4. Contour plots showing the average hourly depth distribution and abundance of (a) marine snow (particles l−1) and
(b) copepods (ind. l−1) recorded with the Video Plankton Recorder (VPR); the black arrow indicates the cumulative distance 

travelled by the ship along the tow track
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l−1) than with the Multinet (max. 5.8 ind. l−1). As
expected the vertical distribution pattern showed
clear differences as well. The fine-scale resolution of
the VPR profile allowed discrimination of the cope-
pod layer at 50 to 55 m, while this feature could not
be observed with the coarse vertical resolution of the
Multinet sampling.

Indications for marine snow−mesozooplankton
interaction

As an indication of the feeding interaction between
copepods and marine snow, we calculated an index
of their vertical overlap. Overlap indices for marine
snow and copepods ranged from 1.04 to 1.51 along
the whole tow track, indicating a permanent posi-
tively correlated distribution pattern (Fig. 6). Peak
concentrations of marine snow aggregates and high
abundances of copepods coincided within a vertical
narrow band along the pycnocline. Because there
was no indication of diel changes in the abundance
and distribution of copepods and marine snow, a sta-
ble overlap was observed. Only minor variations
were observed in the overlap index for single up and
down casts of the VPR between index values of 0.99
and 1.6.

A portion (approx. 5%) of the marine snow aggre-
gate images obtained with the VPR showed cope-
pods directly attached to the aggregates, suggesting
an active feeding behaviour. However, this estimate
may be low due to occlusion of copepods by aggre-

gates and the ROI extraction method. Furthermore,
many of those images that were in focus and of high
quality allowed species identification. Most of these
images showed Pseudocalanus acuspes with its
antennae in feeding position (Broughton & Lough
2006) suggesting active feeding by copepods on mar-
ine snow (Fig. 7). Feeding behaviour of Temora
longicornis could be identified on a few images as
well.

DISCUSSION

Marine snow occurrence

In this study we quantified the abundance of frag-
ile marine snow aggregates as well as their sizes. We
evaluated the results through a comprehensive liter-
ature review on studies quantifying marine snow
aggregates (Table 1). Our review revealed a large
range of particle abundance and sizes. Generally,
several factors influence the quantification of marine
snow metrics in the field and can explain the vari-
ability between studies. For example, variability in
particle concentrations can be the result of the sam-
pling location or sampling technique. Many previous
studies are based on quantitative observations by
divers, which are often limited to particles readily
visible (≥3 mm) and restricted to the upper surface
layer (Lampitt et al. 1993b). Technical advances
within the last 2 decades have led to an increased
number of data sets that have been assessed by opti-
cal sampling methods and generally tend to result in
decreasing aggregate sizes. Furthermore, size esti-
mates based on in situ measurements with camera

64

00 02 04 06 08 10
0.5

1.0

1.5

2.0

Time (hours of tow track)

O
ve

rla
p 

in
de

x

Fig. 6. Spatial overlap of marine snow and copepods: black
dots represent bi-hourly estimates of the Williamson spatial
overlap index during the sampling period; error bars show
minimum and maximum variations of the overlap index for
each 20 min time step; overlap indices < 1 indicate spatial
segregation between the copepod and marine snow; overlap
indices = 1 indicate that copepods and/or marine snow are
uniformly distributed in the water column; overlap indices >
1 (black dashed line) indicate aggregation of copepods and 

marine snow in certain strata of the water column
Fig. 7. Example of VPR-derived images of copepods attached 

to marine snow, indicating a trophic interaction

 Marine snow, zooplankton and thin layers are spatially
associated: indications of a trophic link ?



Plankton Ecology with imaging systems: submeso-scale spatial 
variability

few km/few m 

Greer et al., 2021, ICES-JMS

Are life cycles of doliolids separated in space in 
relation to the hydrology?



Plankton Ecology with imaging systems: submeso-scale spatial 
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 Life stage-specific distribution of doliolids in 
relation to isohalines

Nurse                                                     phorozooids/gonozooids
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fonctionnement des écosystèmes pélagiques (Stemmann et al., 2004 ; Berline et al., 2011 ; Auger et al., 

2014 ; Jouandet et al., 2014 ; Waite et al., 2016). J’ai également participé, grâce à une base de donnée 

globale à la ré-estimation de la séquestration du carbone dans les couches profondes des océans (Guidi et al., 

2015) et la re-découverte d’un groupe d’organismes sous estimé dans le passé (Biard et al., 2016) dont 

l’importance pour les flux de matière peut être importante (Guidi et al., 2016). 

  

 
 

 
Figure 1: En haut à gauche : Photos de la succession des UVPs au cours du temps avec les membres de mon 
équipe en 2018 (je suis moi-même à gauche en chemise bleue). En haut à droite, schéma d’un UVP6 dans le 
nez d’un planeur sous-marin. En bas à gauche, emplacement des sites échantillonnés à l'aide de l'UVP5 
(6700 sites) en vu de constituer la base de donnée globale et carte du nombre de sessions annuelles 
d’utilisation de notre plateforme web ECOTAXA en 2019. En bas à droite, évolution du nombre de sites 
échantillonnés chaque année par l’UVP5 depuis 1991 ainsi que le nombre de citations des mots clés Zooscan 
et UVP5 dans Web of Science. Plus d’information sur http://rade.obs-vlfr.fr/RadeZoo/RadZoo/Accueil.html 
 
A travers les échelles, du gène à la fonction biogéochimique, l’interdisciplinarité a aussi été le maître mot du 

projet des Investissements d’avenir OCEANOMICS. Avec mes collègues issus de laboratoires du CNRS, de 

l’UPMC, du Genoscope/CEA, de l’ENS, et de l’EMBL, nous étudions la diversité et le fonctionnement du 

plancton du virus au métazoaire grâce à la mise en œuvre d’une combinaison de méthode de prélèvement et 

d’analyses (Karsenti et al., 2011 ; De Vargas et al., 2015). Le projet s’appuie sur les milliers d’échantillons 

et données récoltés lors de l’expédition Tara Oceans à laquelle j’ai participé pour la collecte et pour lequel je 

suis responsable du WP2 (analyse des données océanographiques et organisation de l’analyse des images par 

nos méthodes d’imagerie quantitatives). L’objectif est de comparer la collection unique en génomique et en 

imagerie permettant de comprendre, comment le génome et les traits morphologiques s’organisent en 

fonction des paramètres environnementaux. L’analyse des données génomiques n’est pas exactement ma 

spécialité et ma contribution aux travaux utilisant largement ces données a été d’apporter soit mon expertise 

d’océanographe, à des bio-informaticiens peu écologues, soit de compléter les approches en génomiques par 

des données quantitatives en imagerie. 

Do anticyclone eddies in the North Atlantic contain
different macrozooplankton ?

Stemmann et al., 2008, 39 stations UVP4 in summer 2006, 20 taxa, >500 images



Stemmann et al., 2008, 39 stations UVP4 in summer 2006, 20 taxa, >500 images
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 Yes not only macrozooplankton was different but 
also the particle distribution?

Plankton Ecology with imaging systems: meso-scale variability



Plankton Ecology with imaging systems: long term temporal changes

Garcia-Comas et al., 2011, JMS

> 20 years

Is zooplankton observed community change in the 
NW Mediterranee associated to global warming?



Plankton Ecology with imaging systems: long term temporal changes

Garcia-Comas et al., 2011, JMS

 Decadal periodicity forced by winter hydrographic 
conditions related to large-scale atmospheric 
changes.

> 30 years

Climate/hydrology Zooplankton indicator



the Reykjanes Ridge. The fourth region of the North Atlantic con-
sisted of the profiles that were performed in the SPF area during
the MARECO cruise in the front and in an eddy. The profiles
were separated in Stemmann et al. (2008), but the data are com-
bined here because no significant differences in the zooplankton
community were detected by Stemmann et al. (2008). The water
mass in the Norwegian fjords had TS properties distinct from
the other water mass of the North Atlantic. Although based
solely on the TS properties and the knowledge of the oceanic cir-
culation during each cruise, the nine regions defined in this study

correspond to nine of the biogeochemical provinces defined
by Longhurst (1998; Table 1). Therefore, they are distinguished
using Longhurst’s nomenclature.

UVP deployments and macrozooplankton
identification
The UVP enumerates and measures macrozooplankton
(.0.5 mm), as well as particle aggregates (.60 mm) such as
marine snow (Gorsky et al., 2000). The lighting system consists
of two 54W Chadwick Helmuth stroboscopes synchronized with
two video cameras (resolution ¼ 732 ! 570 pixels), one with a
25 mm (narrow angle) and the other with an 8 mm (wide angle)
lens. Four mirrors spread the strobe-light beams into a structured
8 cm thick slab. The short flash duration (pulse duration ¼ 30 ms)
allows the UVP to descend relatively rapidly (up to 1.5 m s21)
without deterioration of image quality. The volumes illuminated
for each images are 1.3 l and 10.5 l, respectively, and they are
recorded simultaneously at 12 Hz. The two cameras are positioned
perpendicular to the light slab, so that only objects illuminated
against a dark background are recorded. The UVP does not alter
the water in the field of view because only images in front of the
frame are recorded during the downcast. Each cast to 1000 m pro-
vides "12 000 images per camera. A camera equipped with a
wide-angle lens was used to quantify the abundance of macrozoo-
plankton surveys "120 m3 for a 0–1000 m cast. Depth, tempera-
ture, and conductivity data are acquired simultaneously with a
Seabird Seacat 19 CTD probe (S/N 1539), together with estimates
of Chl a and particle mass using a fluorometer and a nephelometer
(both from Chelsea Instruments Ltd). These data are stored in
ASCII files.

All profiles were analysed using the same protocol. Images from
the wide-angle camera are automatically screened with a custom
software routine to extract objects larger than 100 pixels (ca.
0.5 mm) with a mean grey level of 28. Most of the organisms

Figure 1. The area and stations sampled during the different cruises. The dotted line identifies the station performed during the MARECO
2004 cruise.

Figure 2. Temperature–salinity diagrams of all the vertical profiles.
The colour coding is the following: MEDI (red), NAST (green), NADR
(light blue), SARC (magenta), ARCT (dark blue), NECS (black), SANT
(brown), SPSG (orange), and AUSW (yellow).
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cannot be identified below that size because of the low resolution
of the image. This configuration was chosen as an optimal com-
promise between obtaining a limited number of objects to
analyse (,2000) and the reliable detection of small and transpar-
ent organisms after many tests. About 5–10% of these images
contain interesting targets, which were visually reviewed to ident-
ify taxa. The complete analysis of a profile takes !2 h. Among the
329 available profiles, only 183 were included in the statistical
analysis. The remaining 146 were excluded because they only
reached 500 or 700-m depth (105 profiles), or the image treatment
could not follow the standard protocol because the number of
images extracted was too high (.50 000) with a size cut-off at
100 pixels.

Macrozooplankton groups included in the analyses
Macrozooplankton were lumped into 21 major groups, because
identification to lower taxonomic levels was not possible. This
procedure maximized the number of individuals per group and
allowed statistical comparisons of groups in each oceanic region.
The organisms identified were 1–10 cm long, except for the single-
celled sarcodines (,1 cm; Figure 3). Sarcodines were divided into
eight groups. The first group had a characteristic morphology with
a central disc (up to 0.5 cm) and several tentacles (mostly four);
sometimes their tentacles attached two individuals. These were
identified as radiolaria of suborder Phaeodaria (Haeckel, 1887;
hereafter Phaeo.). The second group had typical radial spines
(Spine.). The third group was similar to the Spine., but the indi-
viduals were attached in pairs (Spine2.). The fourth group had
more hair-like spines (Stars.), the fifth had groups of four attached
cells (RadioCS.), and the sixth showed a spherical kernel

surrounded by a halo (Sphere.). The two remaining groups were
colonial. The seventh group had flat, cylindrical colonies
(RadioC.), whereas the eighth also had flat, cylindrical colonies
but was ramified (RadioCD.). The ctenophores were divided
into two groups: cydippids (Cyd.) and lobates (Lob.). The sipho-
nophores (Siph.) were pooled into a single group because the res-
olution of the images did not always allow calycophorans to be
distinguished from physonects. Five groups of medusae were
formed: the trachymedusae Aglantha spp. (Agl.) and Haliscera
spp. (Hal.), the narcomedusae Aeginura grimaldii (Gri.) and
Solmundella bitentaculata (Sol.), and “other medusae” (Med.,
which included other hydromedusae as well as all scyphomedusae).

Crustaceans (Crust.) included amphipods, large decapods,
euphausiids, and other crustaceans that could not be categorized
because of poor image quality. Copepods were excluded from
analyses because they were usually too small for quantitative
assessments. All chaetognaths (Chaet.) were pooled. Tunicates
were subdivided into two groups: appendicularians (App.),
encompassing fritillarians and oikopleurids, and thaliaceans
(Thal.), which included doliolids and salps, salps being numeri-
cally dominant. The fish (Fish) were lumped into one group
although different families or genera could be identified (e.g.
Cyclothone).

Numerical analysis
The numerical analysis of the zooplankton data included five steps.
(i) Vertical binning of each profile, (ii) assessment of diel vertical
migration (DVM) to justify pooling day and night data, (iii) objec-
tive assessment of variability in the community structure, using
multidimensional-scaling (MDS; Clarke and Warwick, 2001)

Figure 3. UVP video images of individuals from each of the macrozooplankton groups analysed; appendicularians (App.), Thaliacae (Thal.; salp
and doliolid), Fish, Haliscera spp. medusa (Hal.), S. bittentaculata (Sol.), Aglantha spp. (Agl.), Aeginura grimaldii (Gri.), and “other medusae”
(Med.), chaetognath (Chaet.), lobate ctenophore (Lob.), cydippid ctenophore (Cyd.), siphonophore (Siph.), crustaceans (Crust.; decapod and
amphipod), single-cell sarcodine grouped by four (RadioCS.), colonial radiolarians (RadioC.), colonial radiolarians with double line (RadioCD.),
Phaedorian (Phaeo.), single-cell sarcodine with spines (Spine.), double-cell sarcodine with spines (Spine2.), spheres (Sphere.), and sarcodine
with hairs (Stars.). The scale bar represents approximately 1 cm. Additional images can be viewed at http://www.obs-vlfr.fr/LOV/ZooPart/
Gallery/.

436 L. Stemmann et al.

1312 crustacea
925 rhizarians
900 tunicates
…

Stemmann et al., (2008), 296 stations UVP4 1996-2006), 20 taxa, >4000 images

Are mesopelagic zooplankton communities distributed according Longhurst patterns ?

Plankton Ecology with imaging systems: global scale spatial variability
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Figure 2. Temperature–salinity diagrams of all the vertical profiles.
The colour coding is the following: MEDI (red), NAST (green), NADR
(light blue), SARC (magenta), ARCT (dark blue), NECS (black), SANT
(brown), SPSG (orange), and AUSW (yellow).
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cannot be identified below that size because of the low resolution
of the image. This configuration was chosen as an optimal com-
promise between obtaining a limited number of objects to
analyse (,2000) and the reliable detection of small and transpar-
ent organisms after many tests. About 5–10% of these images
contain interesting targets, which were visually reviewed to ident-
ify taxa. The complete analysis of a profile takes !2 h. Among the
329 available profiles, only 183 were included in the statistical
analysis. The remaining 146 were excluded because they only
reached 500 or 700-m depth (105 profiles), or the image treatment
could not follow the standard protocol because the number of
images extracted was too high (.50 000) with a size cut-off at
100 pixels.

Macrozooplankton groups included in the analyses
Macrozooplankton were lumped into 21 major groups, because
identification to lower taxonomic levels was not possible. This
procedure maximized the number of individuals per group and
allowed statistical comparisons of groups in each oceanic region.
The organisms identified were 1–10 cm long, except for the single-
celled sarcodines (,1 cm; Figure 3). Sarcodines were divided into
eight groups. The first group had a characteristic morphology with
a central disc (up to 0.5 cm) and several tentacles (mostly four);
sometimes their tentacles attached two individuals. These were
identified as radiolaria of suborder Phaeodaria (Haeckel, 1887;
hereafter Phaeo.). The second group had typical radial spines
(Spine.). The third group was similar to the Spine., but the indi-
viduals were attached in pairs (Spine2.). The fourth group had
more hair-like spines (Stars.), the fifth had groups of four attached
cells (RadioCS.), and the sixth showed a spherical kernel

surrounded by a halo (Sphere.). The two remaining groups were
colonial. The seventh group had flat, cylindrical colonies
(RadioC.), whereas the eighth also had flat, cylindrical colonies
but was ramified (RadioCD.). The ctenophores were divided
into two groups: cydippids (Cyd.) and lobates (Lob.). The sipho-
nophores (Siph.) were pooled into a single group because the res-
olution of the images did not always allow calycophorans to be
distinguished from physonects. Five groups of medusae were
formed: the trachymedusae Aglantha spp. (Agl.) and Haliscera
spp. (Hal.), the narcomedusae Aeginura grimaldii (Gri.) and
Solmundella bitentaculata (Sol.), and “other medusae” (Med.,
which included other hydromedusae as well as all scyphomedusae).

Crustaceans (Crust.) included amphipods, large decapods,
euphausiids, and other crustaceans that could not be categorized
because of poor image quality. Copepods were excluded from
analyses because they were usually too small for quantitative
assessments. All chaetognaths (Chaet.) were pooled. Tunicates
were subdivided into two groups: appendicularians (App.),
encompassing fritillarians and oikopleurids, and thaliaceans
(Thal.), which included doliolids and salps, salps being numeri-
cally dominant. The fish (Fish) were lumped into one group
although different families or genera could be identified (e.g.
Cyclothone).

Numerical analysis
The numerical analysis of the zooplankton data included five steps.
(i) Vertical binning of each profile, (ii) assessment of diel vertical
migration (DVM) to justify pooling day and night data, (iii) objec-
tive assessment of variability in the community structure, using
multidimensional-scaling (MDS; Clarke and Warwick, 2001)

Figure 3. UVP video images of individuals from each of the macrozooplankton groups analysed; appendicularians (App.), Thaliacae (Thal.; salp
and doliolid), Fish, Haliscera spp. medusa (Hal.), S. bittentaculata (Sol.), Aglantha spp. (Agl.), Aeginura grimaldii (Gri.), and “other medusae”
(Med.), chaetognath (Chaet.), lobate ctenophore (Lob.), cydippid ctenophore (Cyd.), siphonophore (Siph.), crustaceans (Crust.; decapod and
amphipod), single-cell sarcodine grouped by four (RadioCS.), colonial radiolarians (RadioC.), colonial radiolarians with double line (RadioCD.),
Phaedorian (Phaeo.), single-cell sarcodine with spines (Spine.), double-cell sarcodine with spines (Spine2.), spheres (Sphere.), and sarcodine
with hairs (Stars.). The scale bar represents approximately 1 cm. Additional images can be viewed at http://www.obs-vlfr.fr/LOV/ZooPart/
Gallery/.
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In situ imaging reveals the biomass of giant protists 
in the global ocean
Tristan Biard1,2, Lars Stemmann2, Marc Picheral2, Nicolas Mayot2, Pieter Vandromme3, Helena Hauss3, Gabriel Gorsky2, 
Lionel Guidi2, Rainer Kiko3 & Fabrice Not1

Planktonic organisms play crucial roles in oceanic food webs and 
global biogeochemical cycles1,2. Most of our knowledge about the 
ecological impact of large zooplankton stems from research on 
abundant and robust crustaceans, and in particular copepods3,4. 
A number of the other organisms that comprise planktonic 
communities are fragile, and therefore hard to sample and quantify, 
meaning that their abundances and effects on oceanic ecosystems 
are poorly understood. Here, using data from a worldwide in situ 
imaging survey of plankton larger than 600 µm, we show that a 
substantial part of the biomass of this size fraction consists of giant 
protists belonging to the Rhizaria, a super-group of mostly fragile 
unicellular marine organisms that includes the taxa Phaeodaria 
and Radiolaria (for example, orders Collodaria and Acantharia). 
Globally, we estimate that rhizarians in the top 200 m of world oceans 
represent a standing stock of 0.089 Pg carbon, equivalent to 5.2% of 
the total oceanic biota carbon reservoir5. In the vast oligotrophic 
intertropical open oceans, rhizarian biomass is estimated to be 
equivalent to that of all other mesozooplankton (plankton in the 
size range 0.2–20 mm). The photosymbiotic association of many 
rhizarians with microalgae may be an important factor in explaining 
their distribution. The previously overlooked importance of these 
giant protists across the widest ecosystem on the planet6 changes our 
understanding of marine planktonic ecosystems.

Oceanic ecosystems are inhabited by a variety of planktonic organ-
isms spanning a wide size range, from nanometres (viruses) to metres 

(for example, certain jellyfish). By feeding on small plankton, large 
zooplankton link primary production to higher trophic levels through 
the marine food web7 and affect carbon export and remineralization 
to deep oceans by producing fast-sinking particles (fecal pellets and 
dead bodies)8. Most of our knowledge of large zooplankton is based 
on studies of crustacea such as copepods and euphausiids3,4 that are 
abundant, important for the function of planktonic ecosystems, robust 
and relatively easy to collect with standard methods such as plankton 
net tows. As a result, the zooplankton compartment in ecosystem and 
biogeochemical models is often exclusively represented by the physio-
logical characteristics of copepods9.

In contrast, the biology and ecology of planktonic Rhizaria, 
one of the main eukaryotic super-kingdoms, has been largely 
 unexplored10. Rhizarians include small unicellular organisms such as 
Chlorarachniophyta and heterotrophic Cercozoa along with a wealth of 
larger cells, ranging in size from a few hundred micrometres to several 
centimetres and belonging to taxonomic groups such as the Radiolaria, 
Foraminifera and Phaeodaria. These giant (compared to the size of 
the vast majority of single-celled plankton) protists are predators, but 
some species are mixotrophs, hosting obligate intracellular microal-
gal symbionts (photosymbionts)11. Most rhizarians produce mineral 
skeletons of calcium carbonate (Foraminifera) or silicate (polycystine 
radiolarians) that are often well preserved in marine sediments, mak-
ing this group a focus for the development of paleoproxies12. Others, 
such as Phaeodaria, Collodaria and Acantharia, possess more delicate 

1Sorbonne Universités, UPMC Université Paris 06, CNRS, Laboratoire Adaptation et Diversité en Milieu Marin UMR7144, Station Biologique de Roscoff, 29688 Roscoff, France. 2Sorbonne 
Universités, UPMC Université Paris 06, CNRS, Laboratoire d’Océanographie de Villefranche (LOV) UMR7093, Observatoire Océanologique, 06230 Villefranche-sur-Mer, France. 3GEOMAR Helmholtz 
Centre for Ocean Research Kiel, Wischhofstrasse 1–3, 24148 Kiel, Germany.

Figure 1 | Worldwide contribution of giant Rhizaria to zooplankton 
communities (>600 µm) in the top 500 m of the water column. 
Underwater Vision Profiler sampling stations are represented by red 
dots (694 stations; Extended Data Table 1). Relative contributions of the 
depth-integrated abundances are shown for the Rhizaria (red) and other 

zooplankton (grey) as seen and quantified by UVP5. Bottom right panel, 
global average contribution for each group considered. Contributions are 
geographically divided according to Longhurst’s Biomes and Provinces30 
(numerical values are shown in Extended Data Table 2a). Map made with 
Natural Earth data (http://www.naturalearthdata.com).
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Extended Data Figure 2 | Images of the different rhizarian categories 
obtained with the UVP5. a–c, Phaeodaria: (a) phaeodarian spheres 
(PhaSe), (b) phaeodarian spheres with thorn edges (PhaSt) and  
(c) phaeodarians with long extensions (PhaL). d, Unidentified rhizarians 
(Rhiz). e, Acantharia (Acn). f–j, Collodaria: (f) solitary collodarians 

with a dark central capsule (SolB), (g) solitary collodarians with a fuzzy 
central capsule (SolF), (h) solitary collodarians with a grey central capsule 
(SolG), (i) solitary collodarians with a globule-like appearance (SolGlob) 
and (j) colonial collodarians (Col). Detailed descriptions of the different 
categories are provided in the Methods. Scale bars, 2 mm.
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Are Rhizarians major players in the ocean ?

Plankton Ecology with imaging systems: global scale spatial variability



the Reykjanes Ridge. The fourth region of the North Atlantic con-
sisted of the profiles that were performed in the SPF area during
the MARECO cruise in the front and in an eddy. The profiles
were separated in Stemmann et al. (2008), but the data are com-
bined here because no significant differences in the zooplankton
community were detected by Stemmann et al. (2008). The water
mass in the Norwegian fjords had TS properties distinct from
the other water mass of the North Atlantic. Although based
solely on the TS properties and the knowledge of the oceanic cir-
culation during each cruise, the nine regions defined in this study

correspond to nine of the biogeochemical provinces defined
by Longhurst (1998; Table 1). Therefore, they are distinguished
using Longhurst’s nomenclature.

UVP deployments and macrozooplankton
identification
The UVP enumerates and measures macrozooplankton
(.0.5 mm), as well as particle aggregates (.60 mm) such as
marine snow (Gorsky et al., 2000). The lighting system consists
of two 54W Chadwick Helmuth stroboscopes synchronized with
two video cameras (resolution ¼ 732 ! 570 pixels), one with a
25 mm (narrow angle) and the other with an 8 mm (wide angle)
lens. Four mirrors spread the strobe-light beams into a structured
8 cm thick slab. The short flash duration (pulse duration ¼ 30 ms)
allows the UVP to descend relatively rapidly (up to 1.5 m s21)
without deterioration of image quality. The volumes illuminated
for each images are 1.3 l and 10.5 l, respectively, and they are
recorded simultaneously at 12 Hz. The two cameras are positioned
perpendicular to the light slab, so that only objects illuminated
against a dark background are recorded. The UVP does not alter
the water in the field of view because only images in front of the
frame are recorded during the downcast. Each cast to 1000 m pro-
vides "12 000 images per camera. A camera equipped with a
wide-angle lens was used to quantify the abundance of macrozoo-
plankton surveys "120 m3 for a 0–1000 m cast. Depth, tempera-
ture, and conductivity data are acquired simultaneously with a
Seabird Seacat 19 CTD probe (S/N 1539), together with estimates
of Chl a and particle mass using a fluorometer and a nephelometer
(both from Chelsea Instruments Ltd). These data are stored in
ASCII files.

All profiles were analysed using the same protocol. Images from
the wide-angle camera are automatically screened with a custom
software routine to extract objects larger than 100 pixels (ca.
0.5 mm) with a mean grey level of 28. Most of the organisms

Figure 1. The area and stations sampled during the different cruises. The dotted line identifies the station performed during the MARECO
2004 cruise.

Figure 2. Temperature–salinity diagrams of all the vertical profiles.
The colour coding is the following: MEDI (red), NAST (green), NADR
(light blue), SARC (magenta), ARCT (dark blue), NECS (black), SANT
(brown), SPSG (orange), and AUSW (yellow).
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cannot be identified below that size because of the low resolution
of the image. This configuration was chosen as an optimal com-
promise between obtaining a limited number of objects to
analyse (,2000) and the reliable detection of small and transpar-
ent organisms after many tests. About 5–10% of these images
contain interesting targets, which were visually reviewed to ident-
ify taxa. The complete analysis of a profile takes !2 h. Among the
329 available profiles, only 183 were included in the statistical
analysis. The remaining 146 were excluded because they only
reached 500 or 700-m depth (105 profiles), or the image treatment
could not follow the standard protocol because the number of
images extracted was too high (.50 000) with a size cut-off at
100 pixels.

Macrozooplankton groups included in the analyses
Macrozooplankton were lumped into 21 major groups, because
identification to lower taxonomic levels was not possible. This
procedure maximized the number of individuals per group and
allowed statistical comparisons of groups in each oceanic region.
The organisms identified were 1–10 cm long, except for the single-
celled sarcodines (,1 cm; Figure 3). Sarcodines were divided into
eight groups. The first group had a characteristic morphology with
a central disc (up to 0.5 cm) and several tentacles (mostly four);
sometimes their tentacles attached two individuals. These were
identified as radiolaria of suborder Phaeodaria (Haeckel, 1887;
hereafter Phaeo.). The second group had typical radial spines
(Spine.). The third group was similar to the Spine., but the indi-
viduals were attached in pairs (Spine2.). The fourth group had
more hair-like spines (Stars.), the fifth had groups of four attached
cells (RadioCS.), and the sixth showed a spherical kernel

surrounded by a halo (Sphere.). The two remaining groups were
colonial. The seventh group had flat, cylindrical colonies
(RadioC.), whereas the eighth also had flat, cylindrical colonies
but was ramified (RadioCD.). The ctenophores were divided
into two groups: cydippids (Cyd.) and lobates (Lob.). The sipho-
nophores (Siph.) were pooled into a single group because the res-
olution of the images did not always allow calycophorans to be
distinguished from physonects. Five groups of medusae were
formed: the trachymedusae Aglantha spp. (Agl.) and Haliscera
spp. (Hal.), the narcomedusae Aeginura grimaldii (Gri.) and
Solmundella bitentaculata (Sol.), and “other medusae” (Med.,
which included other hydromedusae as well as all scyphomedusae).

Crustaceans (Crust.) included amphipods, large decapods,
euphausiids, and other crustaceans that could not be categorized
because of poor image quality. Copepods were excluded from
analyses because they were usually too small for quantitative
assessments. All chaetognaths (Chaet.) were pooled. Tunicates
were subdivided into two groups: appendicularians (App.),
encompassing fritillarians and oikopleurids, and thaliaceans
(Thal.), which included doliolids and salps, salps being numeri-
cally dominant. The fish (Fish) were lumped into one group
although different families or genera could be identified (e.g.
Cyclothone).

Numerical analysis
The numerical analysis of the zooplankton data included five steps.
(i) Vertical binning of each profile, (ii) assessment of diel vertical
migration (DVM) to justify pooling day and night data, (iii) objec-
tive assessment of variability in the community structure, using
multidimensional-scaling (MDS; Clarke and Warwick, 2001)

Figure 3. UVP video images of individuals from each of the macrozooplankton groups analysed; appendicularians (App.), Thaliacae (Thal.; salp
and doliolid), Fish, Haliscera spp. medusa (Hal.), S. bittentaculata (Sol.), Aglantha spp. (Agl.), Aeginura grimaldii (Gri.), and “other medusae”
(Med.), chaetognath (Chaet.), lobate ctenophore (Lob.), cydippid ctenophore (Cyd.), siphonophore (Siph.), crustaceans (Crust.; decapod and
amphipod), single-cell sarcodine grouped by four (RadioCS.), colonial radiolarians (RadioC.), colonial radiolarians with double line (RadioCD.),
Phaedorian (Phaeo.), single-cell sarcodine with spines (Spine.), double-cell sarcodine with spines (Spine2.), spheres (Sphere.), and sarcodine
with hairs (Stars.). The scale bar represents approximately 1 cm. Additional images can be viewed at http://www.obs-vlfr.fr/LOV/ZooPart/
Gallery/.

436 L. Stemmann et al.

1312 crustacea
925 rhizarians
900 tunicates
…

Community composition related to 
BGC provinces

Stemmann et al., (2008) ICES, 296 stations UVP4 1996-2006), 20 taxa, >4000 images

Biard et al., (2016), Nature 694 stations (UVP5), 4 Taxa among Rhizaria, 36 000 images

• rhizarians in the top 200 m of world 
oceans represent a standing stock of 
0.089 Pg carbon, equivalent to 5.2% 
of known biomass of zooplankton

0 0  M O N T H  2 0 1 6  |  V O L  0 0 0  |  N A T U R E  |  1

LETTER
doi:10.1038/nature17652
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Planktonic organisms play crucial roles in oceanic food webs and 
global biogeochemical cycles1,2. Most of our knowledge about the 
ecological impact of large zooplankton stems from research on 
abundant and robust crustaceans, and in particular copepods3,4. 
A number of the other organisms that comprise planktonic 
communities are fragile, and therefore hard to sample and quantify, 
meaning that their abundances and effects on oceanic ecosystems 
are poorly understood. Here, using data from a worldwide in situ 
imaging survey of plankton larger than 600 µm, we show that a 
substantial part of the biomass of this size fraction consists of giant 
protists belonging to the Rhizaria, a super-group of mostly fragile 
unicellular marine organisms that includes the taxa Phaeodaria 
and Radiolaria (for example, orders Collodaria and Acantharia). 
Globally, we estimate that rhizarians in the top 200 m of world oceans 
represent a standing stock of 0.089 Pg carbon, equivalent to 5.2% of 
the total oceanic biota carbon reservoir5. In the vast oligotrophic 
intertropical open oceans, rhizarian biomass is estimated to be 
equivalent to that of all other mesozooplankton (plankton in the 
size range 0.2–20 mm). The photosymbiotic association of many 
rhizarians with microalgae may be an important factor in explaining 
their distribution. The previously overlooked importance of these 
giant protists across the widest ecosystem on the planet6 changes our 
understanding of marine planktonic ecosystems.

Oceanic ecosystems are inhabited by a variety of planktonic organ-
isms spanning a wide size range, from nanometres (viruses) to metres 

(for example, certain jellyfish). By feeding on small plankton, large 
zooplankton link primary production to higher trophic levels through 
the marine food web7 and affect carbon export and remineralization 
to deep oceans by producing fast-sinking particles (fecal pellets and 
dead bodies)8. Most of our knowledge of large zooplankton is based 
on studies of crustacea such as copepods and euphausiids3,4 that are 
abundant, important for the function of planktonic ecosystems, robust 
and relatively easy to collect with standard methods such as plankton 
net tows. As a result, the zooplankton compartment in ecosystem and 
biogeochemical models is often exclusively represented by the physio-
logical characteristics of copepods9.

In contrast, the biology and ecology of planktonic Rhizaria, 
one of the main eukaryotic super-kingdoms, has been largely 
 unexplored10. Rhizarians include small unicellular organisms such as 
Chlorarachniophyta and heterotrophic Cercozoa along with a wealth of 
larger cells, ranging in size from a few hundred micrometres to several 
centimetres and belonging to taxonomic groups such as the Radiolaria, 
Foraminifera and Phaeodaria. These giant (compared to the size of 
the vast majority of single-celled plankton) protists are predators, but 
some species are mixotrophs, hosting obligate intracellular microal-
gal symbionts (photosymbionts)11. Most rhizarians produce mineral 
skeletons of calcium carbonate (Foraminifera) or silicate (polycystine 
radiolarians) that are often well preserved in marine sediments, mak-
ing this group a focus for the development of paleoproxies12. Others, 
such as Phaeodaria, Collodaria and Acantharia, possess more delicate 

1Sorbonne Universités, UPMC Université Paris 06, CNRS, Laboratoire Adaptation et Diversité en Milieu Marin UMR7144, Station Biologique de Roscoff, 29688 Roscoff, France. 2Sorbonne 
Universités, UPMC Université Paris 06, CNRS, Laboratoire d’Océanographie de Villefranche (LOV) UMR7093, Observatoire Océanologique, 06230 Villefranche-sur-Mer, France. 3GEOMAR Helmholtz 
Centre for Ocean Research Kiel, Wischhofstrasse 1–3, 24148 Kiel, Germany.

Figure 1 | Worldwide contribution of giant Rhizaria to zooplankton 
communities (>600 µm) in the top 500 m of the water column. 
Underwater Vision Profiler sampling stations are represented by red 
dots (694 stations; Extended Data Table 1). Relative contributions of the 
depth-integrated abundances are shown for the Rhizaria (red) and other 

zooplankton (grey) as seen and quantified by UVP5. Bottom right panel, 
global average contribution for each group considered. Contributions are 
geographically divided according to Longhurst’s Biomes and Provinces30 
(numerical values are shown in Extended Data Table 2a). Map made with 
Natural Earth data (http://www.naturalearthdata.com).
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Extended Data Figure 2 | Images of the different rhizarian categories 
obtained with the UVP5. a–c, Phaeodaria: (a) phaeodarian spheres 
(PhaSe), (b) phaeodarian spheres with thorn edges (PhaSt) and  
(c) phaeodarians with long extensions (PhaL). d, Unidentified rhizarians 
(Rhiz). e, Acantharia (Acn). f–j, Collodaria: (f) solitary collodarians 

with a dark central capsule (SolB), (g) solitary collodarians with a fuzzy 
central capsule (SolF), (h) solitary collodarians with a grey central capsule 
(SolG), (i) solitary collodarians with a globule-like appearance (SolGlob) 
and (j) colonial collodarians (Col). Detailed descriptions of the different 
categories are provided in the Methods. Scale bars, 2 mm.
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Panaiotis et al., (2022) Glob. Eco., 2500 stations, 28 taxa, 330 000 images

What are the other major large players in the ocean ?

Relative contribution
1      - Trichodesmium
0.75 - Copepoda
0.25 - Rhizaria

Plankton Ecology with imaging systems: global scale spatial variability



Plankton Ecology with imaging systems: with models

Drago et al., 2022, 
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Do we see synchronicities in various plankton time series ?
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Plankton Ecology with imaging systems: combining with models

Beaugrand et al., (2015), PNAS Beaugrand et al., (2019), Nature Climate Change
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Fig. 5 | Predicted ACSs and climatic shifts during specific time periods between 1960–2015. a–j, Predicted ACSs (a–e) and climatic shifts (f–j) during 
the period 1960–2015 with a focus on the years 1975–1979 (a and f), 1985–1989 (b and g), 1995–1999 (c and h), 2005–2009 (d and i) and 2010–2014 
(e and j). Coloured bars show the percentage of individual time series with a significant shift (threshold!>!3). For ACSs, 50% means that half the pseudo-
species exhibited a significant shift for a given pseudo-community. For climatic shifts, 50% means that half the climate parameters (3 of 6 parameters) 
had a significant shift. White areas show regions with no shift. The six climatic parameters are annual SLP, meridional wind, zonal wind, wind intensity, 
cloudiness and annual SST. The spatial extent of ACSs increases when the climatic shifts are more widespread. Individual maps of all predicted ACSs and 
observed climatic shifts are displayed in Supplementary Figs. 4 and 5. Black arrows show the direction and intensity of mean annual wind (1960–2015). 
Black lines are isobars based on the mean annual SLP (1960–2015).
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    Figure 4: Complete workflow from instrument to EMODnet Biology, passing (or by-passing) EcoTaxa to classify the images. 

4.1. EcoTaxa workflow 

EcoTaxa (http://ecotaxa.obs-vlfr.fr) is a web application that allows users to taxonomically classify images of individual 

organisms. First, a user needs to upload the data in the application. The import format is a folder with images and a 

.tsv table with one line per image and many data fields for each (organised hierarchically, from sample to image; which 

maps well to DwC-A). For many imaging instruments, the processing software can produce a simple format directly      

. The images and data are stored in a database, within a "project"; a project is a data management unit containing 

data from a single instrument and over which permissions can be defined for various users. A machine learning model 

trained on a combination of image features that the user may have uploaded as data with images with features 

extracted by Convolutional Neural Networks is used to predict a likely identification for each image. The user can 

review the automatic identifications, validate them in large batches or correct them when needed. Sorting images 

according to the classifier's confidence score is instrumental in speeding up the review process as well as making it 

more accurate. Finally, the user can export the data in the same format it was imported in, but with the identifications 

added. 

Furthermore, EcoTaxa can directly export files in the DwC-A format. In that case: 

● Users have to create a "collection" of one or several projects. A collection allows to regroup various years of a 

time series or various legs of a cruise for example, if each year/leg was a separate project. Dedicated DwC-A 

metadata is defined at collection level (citation, summary, etc.). 

● The formula to compute concentrations has to be defined and to be homogeneous within the projects. 

● The exported data is aggregated at occurrence level (one taxon in one sample) and the concentration is 

reported in the EMOF table. 
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Data processing and management
General dataflow
The UVP6 takes advantage of an existing suite of

software (UVPdb, UVPapp, EcoPart, and EcoTaxa) developed
by LOV for image processing, data analysis and archiv-
ing (Fig. 4).

UVPapp is an application for setting, piloting and program-
ming the UVP6 in the different modes. It allows the setting of
a frequency for the measurement of “black” images
(i.e., images with no light), the downloading of data, the fill-
ing in of metadata, and the preparation of particle and images
data for upload in EcoPart and Ecotaxa respectively. The
UVPapp application is also designed to use the UVP6 as a
remote camera for real-time acquisition and visualization of
images.

UVPdb is a web application that hosts all UVP5 and UVP6
settings and history from factory assembling to inter-
calibration. It can also be used for configuring the UVP6 via
the UVPapp application and automatic calibrations and post-
processing in EcoPart.

EcoTaxa is a web application dedicated to the visual explo-
ration and taxonomic annotation of images.

EcoPart is a web application linked to Ecotaxa which per-
mits visualization and downloading of all types of UVP data.
Currently, the EcoPart database holds 10,215 UVP5 and 6176
UVP6 profiles or time series of particle size spectra, and the
Ecotaxa database hosts 48,000,000 images of particles and

plankton (70–80% being non-plankton particles) from most of
the UVP profiles.

In cases when the UVP6 is recovered, the raw data and
images can be downloaded via UVPapp, which allows the fill-
ing in of metadata and the selection of useful data prior to
pre-processing. When the UVP6 is mounted on and interfaced
with a cabled or non-recoverable platform, its data can either
be displayed in real time (e.g., ship-tethered ROVs) or stored
and sent by satellite to Data Centers when the platform sur-
faces. The stored data can be either downloaded by users using
EcoPart, which also allows for visualization and selection, or
directly from the Data Center. For Argo floats, UVP6 data are
decoded and made available in the AUX repository of the
Global Data Assembly Center of the Argo project, which fos-
ters the dissemination of these data.

CTS5 float dataflow
A specific integration procedure was designed for interfac-

ing the UVP6-LP with the CTS5 float from the NKE company
in order to optimize all phases of data transmission from the
UVP6 to the float. The transmitted data are the UVP6 meta-
data at the start of deployment, profiles of “black” measure-
ments, and profiles of particle abundances and pixel gray
levels. The UVPapp sets the UVP6 acquisition parameters to
ensure optimal interaction with the float. The float firmware
developed by NKE then selects the acquisition settings for up
to five depth and parking zones and averages the data over

Fig. 4. Dataflow pathways from UVP6 to users. REMOTE: Due to limited bandwidth, only selected and summarized data are transferred to the platform,
and from the platform to land by satellite when the platform surfaces. RECOVER: The complete raw data and images are downloaded from the UVP6
mass storage via its Ethernet link using the UVPapp application. This 2nd dataflow applies to all platforms recovered after deployment.
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Figure 7
Morphological trait-space representation of (a) Arctic copepods and (b) marine snow. Morphological descriptors computed from UVP
images were summarized using principal component analysis, as represented here. The arrows are the original descriptors (whose
general meaning is given in the figure), the axes are the principal components, and example images are displayed at their projected
locations in the trait space. For both copepods and particles, the first principal component is related to size (small on the left, large
on the right) and the second to opacity (dark, and hence opaque, at the top; light, and hence transparent, at the bottom).
Abbreviation: UVP, Underwater Vision Profiler. Panel a adapted from Vilgrain et al. (2021) under a CC BY-NC 4.0 license
(https://creativecommons.org/licenses/by-nc/4.0); panel b adapted from Trudnowska et al. (2021) under a CC BY 4.0 license
(https://creativecommons.org/licenses/by/4.0).

body, such as lipid sacs in copepods (Figure 1b) or gonads visible through the transparent body
of jellies. Object detectors combined with tracking would allow investigation of the swimming
behavior from in situ videos. Deep regression could estimate a quantity (such as the amount of
lipid reserves or number of eggs; Figure 1b) directly from an image. Color space manipulation
could ease the quantification of the intensity of a given color, to automatically resolve fine-scale
changes such as the diel variation in color and transparency of Sapphirina nigromaculata docu-
mented by Takahashi et al. (2015), which was interpreted as a strategy to find a mate. Finally, in
situ live staining combined with object detectors could provide information on trophic functions
(Brownlee et al. 2016) or physiological states or traits. All of these approaches would allow the
extraction of even more ecologically relevant information from the abundance of pelagic images
collected.

4. TOWARD A GLOBAL NETWORK OF IMAGES
4.1. Improved Plankton Image Classification
Several of the studies described above, including recent ones (Greer et al. 2015), used manual
classification only, even though supervised classifiers were theoretically available to perform at
least part of the work. A likely explanation is that image processing and the coding of pipelines
for data management are well beyond what plankton ecologists are trained to do. This highlights
the need for tools that give ecologists and taxonomists easy access to machine classifiers, even if
those are a few points of accuracy below the state of the art, as long as the user interface abstracts
the technicalities and can handle thousands of images quickly.
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body, such as lipid sacs in copepods (Figure 1b) or gonads visible through the transparent body
of jellies. Object detectors combined with tracking would allow investigation of the swimming
behavior from in situ videos. Deep regression could estimate a quantity (such as the amount of
lipid reserves or number of eggs; Figure 1b) directly from an image. Color space manipulation
could ease the quantification of the intensity of a given color, to automatically resolve fine-scale
changes such as the diel variation in color and transparency of Sapphirina nigromaculata docu-
mented by Takahashi et al. (2015), which was interpreted as a strategy to find a mate. Finally, in
situ live staining combined with object detectors could provide information on trophic functions
(Brownlee et al. 2016) or physiological states or traits. All of these approaches would allow the
extraction of even more ecologically relevant information from the abundance of pelagic images
collected.

4. TOWARD A GLOBAL NETWORK OF IMAGES
4.1. Improved Plankton Image Classification
Several of the studies described above, including recent ones (Greer et al. 2015), used manual
classification only, even though supervised classifiers were theoretically available to perform at
least part of the work. A likely explanation is that image processing and the coding of pipelines
for data management are well beyond what plankton ecologists are trained to do. This highlights
the need for tools that give ecologists and taxonomists easy access to machine classifiers, even if
those are a few points of accuracy below the state of the art, as long as the user interface abstracts
the technicalities and can handle thousands of images quickly.
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Irisson et al., 2021



Kiko et al., ESSD, 2022

The back office in plankton imaging : Data sharing with all (gridded products)



Kiko et al., 2022, ESSD

The back office in plankton imaging : Data sharing with all (gridded products)

Dugenne et al., 2023, ESSD

Datasets Project webpage Preprint



Take Home messages
Distributed Global Observation of plankton and particle is needed and 
possible

I/ITAPINA: Imagine/Imaging The Atlantic – A 
Pelagic Imaging Network Approach

We provide recommendations how it can be 
attained via the voluntary activities of the pelagic 
imaging community and strategic support from 
funding agencies and other stakeholders



https://emploi.cnrs.fr/Offres/CDD/UMR7093-MADWAL-
014/Default.aspx?lang=EN

Current post doc opportunities with us

“Le véritable voyage de découverte ne 
consiste pas à chercher de nouveaux 

paysages, mais à avoir de nouveaux yeux.”

“The true journey of discovery lies not in 
seeking new landscapes, but in seeing with 

new eyes.”

Marcel Proust
A la recherche du temps perdu
In Search of Lost Time

https://emploi.cnrs.fr/Offres/CDD/UMR7093-MADWAL-014/Default.aspx?lang=EN



