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Introduction

STD of monthly SSTa is large along the PTA along the subarctic-
subtropical gyre boundary with relatively strong SST gradient

Fig. 
Standard deviation (STD) 
of monthly SSTa deviated  
from monthly climatology. 
Contours denotes 
annual climatology

In this talk, I will … 
- review the studies about the relation between the monthly SSTa along 
this PTA and climate variabilities (PDO & NPGO) 

- introduce my works on the SSTa along this PTA



The SSTa correlation maps of the two dominant modes of SSTa variability. 
“An overview of Pacific Climate Variability” (Di Lorenzo, Schneider et al.)

✦ The large SSTa variability along the PTA is largely explained 
by the two dominant modes of SSTa in the extratropical N. Pac.

PDO & NPGO
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changes in physical and biological variables across the Pacific (e.g. temperature, salinity, 
sea level, nutrients, chlorophyll-a, [Di Lorenzo et al., 2008; 2009; and others]), including 
strong state transitions in marine ecosystems (e.g. fish, Sydeman and Thompson, 2010; 
Cloern et al., 2010]). Like, the PDO, the NPGO is a basin-scale feature, capturing changes 
in the strength of both the North Pacific Current (NPC) [Di Lorenzo et al., 2009] and of the 
Kuroshio-Oyashio Extension (KOE) [Ceballos et al., 2009]; it also tracks significant SST 
anomalies in the tropical Pacific [Di Lorenzo et al., 2008; Nurhati et al., in prep].  

Figure 1: Correlation Maps of the two dominant modes of North Pacific variability. Top row 
shows the SLPa correlation maps of the first two modes of North Pacific atmospheric variability, 
referred to as AL and NPO. Bottom row shows the SSTa correlation maps of the two dominant modes 
of SSTa variability, referred to as PDO and NPGO. 

 
More recent work by the PIs has shown that the NPGO is the oceanic response to 

atmospheric forcing associated with the North Pacific Oscillation (NPO) [Di Lorenzo et. al., 
2008; 2010 (see Appendix 7); Chaak et al., 2009]. The NPO, defined as the second 
dominant mode of North Pacific SLPa (Figure 1) [Walker and Bliss, 1932; Rogers et al., 
1981], is a well-known pattern of atmospheric variability that affects weather patterns over 
Eurasian and North America, particularly changes in storm tracks, temperatures, and 
precipitation [Seager et al., 2005; Linkin and Nigam, 2008; and references therein]. 
Therefore, both the PDO and the NPGO have their origins in distinct North Pacific 
atmospheric modes of variability, namely the AL and the NPO, respectively. 

While the dynamics of the two North Pacific coupled ocean-atmosphere climate 
modes – the AL/PDO and NPO/NPGO – include elements independent of the tropics [Latif 
and Barnett, 1994; Barnett et al., 1999; Pierce et al., 2001; Liu et al., 2002; Chaak et al., 
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Understanding SSTa along the PTA is closely related to  
understanding Pacific Climate Variability 

How well do we know about the variability?
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A proposed Framework of Pacific Climate Variability 
Based on these results we propose a synthesized understanding of Pacific low-

frequency variability and the links between the ocean/atmospheric modes of the Pacific via 
the schematic presented in Figure 3. In this schematic there are two sets of dominant 
dynamics -- the EPW/PDO (red path) and CPW/NPGO (blue path), which are physically 
linked and connected through the ENSO system in the tropics. Both the PDO and NPGO are 
to first order the oceanic expressions of the atmospheric forcing associated with the AL and 
NPO variability, respectively, and therefore integrate the low-frequency variations of the 
EPW and CPW through atmospheric teleconnections from EPWALPDO [Alexander, 
1992; Alexander et al., 2002; Newman et al., 2003] and CPWNPONPGO [Di Lorenzo et 
al., 2010]. A link also exists from the extra-tropics back to the tropics through the SFM by 
which NPOCPW/EPW [Vimont et al., 2003; Anderson et al., 2003], giving rise to the 
potential for a feedback between tropics and extra-tropics along the path 
NPOCPWNPO.  

 

 
 

Figure 3: Framework of Pacific Climate Variability. This schematic shows the links between the 
ocean and atmospheric modes of low-frequency variability in the Pacific (see section Framework of 
Pacific Climate Variability for a detailed description). 

 
While the AL and NPO atmospheric forcings have maximum loading in the central 

and eastern North Pacific, their forcing also drives prominent decadal variations in the 
western North Pacific. Specifically, the oceanic adjustment to the SSHa anomalies of the 
AL/PDO and NPO/NPGO radiate Rossby waves that propagate into the western boundary. 
The arrival of the AL/PDO SSHa is associated with changes in the axis of the KOE  [Miller 
and Schneider, 2000; Qiu et al., 2007], while the arrival of the NPO/NPGO SSHa modulates 
variations in the speed of the KOE [Ceballos et al., 2009]. These two modes of KOE 
variability – the KOE meridional mode (shift in axis) and the KOE Zonal mode (change in 
speed) – have been shown to capture the first two dominant modes of variability of SSHa in 
the KOE [Taguchi et al., 2007]. 
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Framework for Pacific Climate Variability
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Most of these studies were published after 2002 
→  Research in this field made great progress 
                         after the last PTA symposium

“An overview of Pacific Climate Variability” (Di Lorenzo, Schneider et al.)

By using PDO & NPGO as the keys, and 
combining the studies to date based on observation, numerical model, etc., 
we can now draw the framework, by which we may understand the overall 
picture of the complicated Pacific Climate Variability



Pacific Decadal Oscillation (PDO)

http://research.jisao.washington.edu/pdo/

✦Mantua et al. (1997) defined PDO as the EOF 1st mode  
of the monthly SSTa in the North Pacific (20°N-70°N) 
- originally used to discuss the climate impact on Salmon Production

FIG. 1. Normalized winter mean (November-March) time 
histories of Pacific climate indices. Dotted vertical lines are drawn 
to mark the PDO polarity reversal times in 1925,1947, and 1977. 
Positive (negative) values of the NPPI correspond to years with a 
deepened (weakened) Aleutian low. The negative SOI is plotted so 
that it is in phase with the tropical SST variability captured by the 
CTI. Positive value bars are black, negative are gray. 

ZWB. The Tahiti pole is defined as the average SLP 
anomaly from 20°N to 20°S latitude from the in-
ternational date line to the coast of South and Cen-
tral America, while the Darwin pole is defined as 
the average SLP anomaly over the remainder of the 
global tropical oceans within the same range of 
latitudes. Missing SOI values for the period of 
record 1913-20 and 1993-May 1996, were esti-
mated from a linear regression with the traditional 
Tahiti-Darwin SOI based on the common period 
of record 1933-90, obtained from the National 
Oceanic and Atmospheric Administration/National 
Centers for Environmental Prediction (NOAA/ 
NCEP) Climate Prediction Center. For an early 
description of the Southern Oscillation the reader 
is referred to Walker and Bliss (1932). 

Gridded, global, land surface air temperature and 
precipitation anomalies for the period of record 
1900-92, based on station data, were obtained from 
the Carbon Dioxide Information Analysis Center 
in Oak Ridge, Tennessee. The air temperature data 
are provided as monthly anomalies on a 5° lat 
x 10° long grid, over land only (Jones et al. 1985). 
We used "cold-season" means (November-March) 
for Fig. 3a. The precipitation anomalies are pro-
vided as (3 month) seasonal mean anomalies on a 
4° lat x 5° long grid, over land only (Eischeid et al. 
1991). We used the December-February seasonal 
mean anomalies in constructing Fig. 3b. 

FIG. 2. COADS SST (color shaded) and SLP (contoured) 
regressed upon (a) the PDO index and (b) the CTI for the period of 
record 1900-92. Contour interval is 1 mb, with additional contours 
drawn for +/-0.25 and 0.50 mb. Positive (negative) contours are 
dashed (solid). 

Gridded, Northern Hemisphere 500-mb height 
fields were obtained from NMC (National Meteo-
rological Center, now NCEP) operational analysis 
fields, as described by Kushnir and Wallace (1989). 
November through March mean anomalies were 
used in constructing Fig. 4. 

Monthly mean streamflow records for the Kenai 
River at Cooper's Landing, Alaska; the Skeena 
River at Usk, British Columbia, Canada and the 
Fraser River at Hope, British Columbia, Canada; 
and the Columbia River at The Dalles, Oregon, 
were obtained from the National Water Data Ex-
change, which is part of the United States Geologi-
cal Survey (USGS). The monthly records were used 
to generate annual water year (October-September) 
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Mantua et al. (1997)
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This first order explanation is confirmed quantitatively to some extent 
by using a numerical model & a simplified budget analysis 

 (Chhak et al., 2009).

Sea Level Pressure anomaly (SLPa) regressed on PDO suggests that, 
to first order, PDO is a forced response of the North Pacific ocean 
to atmospheric forcing by variability of the Aleutian Low (AL).

Aleutian Low <=> Westerly Wind <=> Ekman Transport
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Mantua et al. (1997)

Fig. Contribution of u’PDO・∇T estimated       
from a simplified  SST budget 

                          by Chhak et al. (2009)



interest and North Pacific Ocean variability. As sum-
marized in Fig. 14, the PDO represents not a single
phenomenon but rather a combination of processes
that span the tropics and extratropics. It is therefore
important to distinguish climate impacts correlated
with the PDO from climate impacts that are predictable
by the PDO. Within this context, since much of the
PDO represents the oceanic response to atmospheric
forcing, care should be taken when using the PDO as a
‘‘forcing function’’ of nonoceanic responses without a
convincing argument for the physical forcing mecha-
nism. For example, claiming that PDO drives contem-
poraneous changes in rainfall over western North
America may be more simply explained by both vari-
ables (PDO and rainfall) being driven by a common
forcing function (Pierce 2002) such as diverse ENSO
events and the internal variability of the midlatitude
atmosphere. A common forcing function must there-
fore be considered to be the first approximation for
explaining a discovered simultaneous correlation be-
tween nonoceanic variables and PDO, including when
reconstructing PDO-related variability into the past

with proxy records. Caution is also needed when using
the PDO together with other indices in analyses where
the PDO depends upon those indices; determining
which portion of the PDO, and/or which PDO process,
is legitimately an ‘‘independent’’ predictor is an im-
portant first step. Still, it is important to note that while
the PDO is generally not an independent predictor, it
also may not be assumed to be entirely dependent upon
other predictors.

Ultimately, climate models may offer the best hope
for establishing links with the PDO, because the his-
torical record of PDO has limited degrees of freedom, a
consequence of PDO representing an ‘‘integrated in
time’’ response to forcing. Of course, the issues pre-
sented above still need consideration when analyzing
model output. Moreover, while a realistic balance of
PDO processes must be simulated in CGCMs, it appears
that the current generation of models underestimates
the tropical forcing of the PDO in the North Pacific
Ocean. While models with particularly weak tropical–
PDO connections could still be useful for examining
some aspects of internal North Pacific Ocean dynamics

FIG. 14. Summary figure of the basic processes involved in the PDO.
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“The Pacific Decadal Oscillation, Revisited” 
Newman et al. (2016, JPO)

✦The PDO is not a single phenomenon, but is instead the result of a combination 
of different physical processes that span tropics and extratropics. 
➡The assessment of PDO-related regional climate impacts  
should accounts for the effects of these different processes.

- Schneider & Cornuelle (2005) suggested that 
contribution from changes in the gyre circulations is as important 
as stochastic forcing & ENSO on decadal time scales 
while it is negligible on interannual time scales

stochastic 
forcing

ENSO

gyre 
circulation



Effects of the Rossby waves 
on Heat Content (0-400m)

Although the Ishii analysis indicates large OHC var-
iability occurs along oceanic frontal zones, particularly
in the North Pacific western boundary currents, the
historical data sampling that constitutes the dataset may
be insufficient to represent the oceanic frontal variabil-
ity. Therefore, we turn to the OFES hindcast that has
sufficient horizontal resolution to represent North Pa-
cific western boundary current variability (Nonaka et al.
2006; Taguchi et al. 2007; Nonaka et al. 2008; Taguchi
et al. 2010; Sasaki and Schneider 2011). Overall features
of the OHC variability in the OFES hindcast, shown in
Figs. 2d–f, are consistent with those based on the Ishii
analysis. Specifically, the variability of OHC0

r and OHC0
x

is large along the KE and SAFZ, respectively, and the

latter corresponds well in space to the mean spiciness
gradient. Meanwhile, differences exist. First, the am-
plitude of the variability is generally more than 2 times
larger in the OFES hindcast than in the Ishii analysis for
both the components of OHC (notice the color scale
difference in Fig. 2). Second, the large variability of
OHC0

x along the SAFZ corresponds more tightly to the
mean spiciness gradient with smaller meridional scale in
the OFES hindcast than in the Ishii analysis. Third, the
Ishii analysis puts the largest variance of OHC0

x off the
coast of Japan (Fig. 2b) while the OFES hindcast does
not (Fig. 2e). This could be related to the mean circu-
lation simulated in the OFES hindcast, which shows in
this area a northward extension of the Kuroshio

FIG. 2. (a) Standard deviation of nonseasonal, detrended OHC0
r (dynamical component of the upper-ocean heat

content anomalies as measured with temperature anomalies averaged over the depth range of 0–400 m; shading; K)
for the period of 1950–2012 based on the subsurface ocean analysis data of Ishii and Kimoto (2009) (Ishii analysis).
Superimposed with black contours is dynamic height relative to 2000 m (contoured every 0.2 m2 s22). (b) As in (a),
but for OHC0

x (spiciness component of OHC). Superimposed with black contours are mean spiciness gradients
averaged over the depth range of 0–400 m (c) As in (a), but for mean spiciness gradients averaged over the depth
range of 0–400 m (shading; K m21) and climatological mean temperature (yellow contours) and salinity (cyan
contours) averaged over the depth range of 0–400 m (d)–(f) As in (a)–(c), but based on the OFES hindcast
simulation.
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North Pacific around 1708–1508W. At lag 23 yr the ini-
tial OHC0

r in the eastern North Pacific have a weak
amplitude (0.1 K per one standard deviation of the ref-
erence time series) and a broad meridional scale be-
tween 308 and 408N. During the westward propagation,
the anomalies are concentrated along a narrow meridi-
onal band along the KE and are amplified up to 0.3 K
along the KE at lag 0. In the OFES hindcast, a similar
propagation feature is detected for OHC0

r (Fig. 6b),
while the concentration to the KE is clearer than in the
Ishii analysis because of the better representation of
the meridionally narrow oceanic front associated with the
KE in the former than the latter. The westward in-
tensification and concentration of the signals with initially
broad meridional scale is consistent with jet-trapped
Rossby waves proposed by Sasaki et al. (2013).

A longitude–time section of OHC0
r averaged over the

latitudinal range of 348–408N captures the westward
propagation of the anomalies (Fig. 7). For example,
both the Ishii analysis and OFES hindcast represent

westward propagating, negative anomalies that arrived
at the western boundary in early 1980s. The phase
propagation of OHC0

r corresponds well to that of dy-
namic height anomalies relative to 2000 m (contours in
Fig. 7), suggestive of linear first-mode baroclinic Rossby
waves. The phase speed is roughly estimated as
3.9 cm s21 (solid black lines), about 50% faster than the
westward phase speed of the linear first-mode baroclinic
Rossby waves under the longwave approximation
(2.63 cm s21 for the latitudinal range averaged over 348–
408N; Qiu 2003). Sasaki et al. (2013) estimated a
5.0 cm s21 westward phase speed of sea level anomalies
associated with the meridional shift of the KE jet based
on satellite altimeter observation and discussed possible
causes of the faster phase speed estimation of the jet-
trapped Rossby waves than the linear first-mode baro-
clinic long Rossby waves. These propagation features of
OHC0

r, along with its vertical structure confined in the
main pycnocline associated with the KE, collectively
suggest that the variability of the dynamical component

FIG. 7. (a) Longitude–time diagram of dynamical ocean heat content anomaly OHC0
r averaged over 348–408N

based on the Ishii analysis (color shading; K). Superimposed with red (blue) contours are dynamic height relative to
2000 m for 0.02 (20.02) m2 s22. (b) As in (a), but based on OFES hindcast and the contours show sea surface height
anomaly for 5.0 (25.0) cm. Note that color scales are different and shown at the bottom of each panel between
(a) and (b). Solid black lines show phase line for a typical westward propagation of OHC0

r with a phase speed of
3.9 cm s21.
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eastward OHC0
x propagation is due to the advection of

the spiciness by the background mean current (TS14).
Considering the difference in the propagation path

and the meridional scale of the anomalies, we quantify in
Fig. 9 the eastward propagation of OHC0

x by construct-
ing longitude–time transects of the anomalies that ex-
ceed typical thresholds of OHC0

x standard deviation
(cyan contours in Fig. 8). OHC0

x propagations agree
reasonably well between the Ishii analysis and OFES
hindcast after mid-1970s with eastward-propagating
warm and cold anomalies alternating about every 10
years.1 Most prominent are negative signals that

departed off Japan (1458E) during the mid-1980s (shown
with pink solid lines in Fig. 9). The eastward propagation
of these signals is 5.6 and 5.7 cm s21 for the Ishii analysis
and OFES hindcast, respectively. The latter propagation
speed is comparable to climatological mean current
velocity averaged over the upper 400-m depth and over
the region where the OHC0

x variability exceeds the
threshold (cyan contours in Fig. 8b; 6.74 cm s21). The
spiciness component of OHC anomalies by construction
behaves as a passive tracer. The quantitative corre-
spondence between the eastward-propagating OHC0

x

and the background eastward current confirms the
eastward advection by background mean current of
spiciness anomalies reported previously in coupled
GCM studies (d’Orgeville and Peltier 2009; TS14).

Figure 8 also captures signals that are likely unrelated
to the aforementioned eastward-propagating OHC0

x

originating from the northwestern Pacific. At lag 22 and
0 yr, negative anomalies appear off the Gulf of Alaska.
The anomalies could be generated through upwelling

FIG. 9. (a) Longitude–time diagram of spiciness ocean heat content anomaly OHC0
x latitudinally averaged over

the region where the standard deviation of OHC0
x exceeds 0.175 K designated with cyan contour in Fig. 8, based on

the Ishii analysis (color shading; K). (b) As in (a), but for the OHC0
x anomaly averaged over the region where the

standard deviation of OHC0
x exceeds 0.4 K based on the OFES hindcast. Solid pink lines show phase lines for

a typical eastward propagation of OHC0
r with phase speeds of 5.6 and 5.7 cm s21 for the Ishii analysis and OFES

hindcast, respectively.

1 The OFES hindcast displays westward propagation during
1965–75 as well. Given that the band of high OHC0

x signals is more
zonally oriented in the OFES hindcast than the Ishii analysis, this
analysis band is more subject to the westward-propagating Rossby
waves, which may lead to successive generation of spiciness
anomalies as current anomalies propagate westward via anomalous
advection (see section 4).
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currents, and their interannual–decadal variations in the
midlatitude North Pacific (Nonaka et al. 2006; Taguchi
et al. 2007; Nonaka et al. 2008; Taguchi et al. 2010;
Sasaki and Schneider 2011).

Besides the major oceanic datasets, we use an atmo-
spheric reanalysis and an oceanic index: the Japanese
55-year Reanalysis (JRA-55; Kobayashi et al. 2015) for
surface sensible and latent heat fluxes, and the Oyashio
Extension index (OEI; Frankignoul et al. 2011). The
OEI represents meridional shift of the Oyashio Exten-
sion (or SAFZ) and is the first principal component of
the Oyashio Extension position in latitude for the
zonal sector 1458–1708E, which is detected as the lat-
itude of maximum meridional gradient of SST based
on objectively analyzed air–sea fluxes (OAFlux)
dataset compiled for the period 1958–2012 at a 18 3 18
grid (Yu et al. 2008).

b. Analysis method

First, we remove from monthly data of the Ishii
analysis and OFES hindcast their linear trends and
monthly climatologies to focus on the natural variability
of the data. The residual temperature anomalies are
then decomposed into 1) temperature anomalies T 0

r that
are associated with density anomalies (dynamical com-
ponent) and 2) temperature anomalies T 0

x that are
density compensating with salinity (spiciness compo-
nent). Temperature anomalies are assumed to result
from displacements of the mean field with components
dxr perpendicular to isopycnals and dxx parallel to
isopycnals:

T 0 5T2T’2=T(x) ! (dx
r
1 dx

x
)5T 0

r 1T 0
x , (1)

where T is monthly mean temperature, T is the monthly
mean climatology of T, and T 0 is the monthly tempera-
ture anomaly. Applying the same approach to density
anomalies, and noting that T 0

x does not impact the
density field, T 0

r can be further written as

T 0
r 5

dT

dr
r0, with

dT

dr
5

=T ! =r
j=rj2

. (2)

Note that T 0
x is computed as the residual and thus in-

cludes dynamical temperature anomalies arising from
nonlinear processes that are not represented in Eq. (2).
Readers are referred to TS14 for the detailed derivation
of Eqs. (1) and (2) and to Furue et al. (2015) for an al-
ternative derivation for a specific case considering only
vertical density gradients. The decomposition Eq. (1) is
useful in characterizing the OHC variability, as dy-
namical and spiciness components follow distinct un-
derlying mechanisms. Specifically, the former follows

Rossby wave dynamics (e.g., westward-propagating,
satellite-observed sea surface height anomalies; Qiu
and Chen 2005, 2010) while the latter behaves as a
passive tracer subject to advection by background flows
(e.g., southwestward propagating of spiciness anomalies
in the North Pacific subtropical gyre detected in Argo
observations; Sasaki et al. 2010).

Finally, T 0
r and T 0

x are vertically averaged over the
upper 400-m depth to define dynamical and spiciness
component of OHC anomalies, OHC0

r and OHC0
x, re-

spectively. We choose the depth range of 0–400 m in our
definition of OHC to focus on the upper ocean where the
thermal variability may affect sea surface temperature
and the overlying atmosphere.

3. Spatiotemporal structures of decomposed OHC
variability

This section describes the interannual–decadal vari-
ability of dynamical and spiciness components of OHC,
OHC0

r and OHC0
x , respectively, in the extratropical

North Pacific Ocean represented in the Ishii analysis and
OFES hindcast.

a. Horizontal structure

Figures 2a and 2b show the interannual–decadal var-
iability of OHC0

r and OHC0
x, respectively, based on the

Ishii analysis. Contrary to TS14’s coupled GCM in which
the spiciness component dominates in the OHC vari-
ability, both components contribute to the total OHC
variability in the Ishii analysis. The OHC0

r variability is
large in the subtropics, particularly along the Kuroshio
Extension (KE), around 358N, and the Subtropical
Countercurrent and Hawaiian Lee Countercurrent,
west and northeast of Hawaii, respectively, indicating
that the OHC0

r variability reflects the variability in the
thermocline associated with these ocean currents. On
the other hand, the OHC0

x is large in the subpolar region,
particularly around the Kuroshio–Oyashio confluence
region and along the subarctic frontal zone. The North
Pacific subarctic frontal zone is characterized by sharp
gradients in latitude of density-compensating tempera-
ture and salinity (e.g., Kida et al. 2015; contours in
Fig. 2c). This hydrographical feature is quantified
by the upper 400-m mean spiciness gradient =Tx,
H21

Ð 0m

400m(=T)x dz, where H 5 400 m and (=T)x is
computed by Eq. (8) in TS14 (shading in Fig. 2c). The
mean spiciness gradient is large in the region where
meridional gradients of density-compensating tem-
perature and salinity are large. It is clear that the region
of large mean spiciness gradient (contours in Fig. 2b)
corresponds well to that of the large variability of
OHC0

x (shading in Fig. 2b), consistent with TS14.
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the Oyashio Extension position in latitude for the
zonal sector 1458–1708E, which is detected as the lat-
itude of maximum meridional gradient of SST based
on objectively analyzed air–sea fluxes (OAFlux)
dataset compiled for the period 1958–2012 at a 18 3 18
grid (Yu et al. 2008).

b. Analysis method

First, we remove from monthly data of the Ishii
analysis and OFES hindcast their linear trends and
monthly climatologies to focus on the natural variability
of the data. The residual temperature anomalies are
then decomposed into 1) temperature anomalies T 0
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where T is monthly mean temperature, T is the monthly
mean climatology of T, and T 0 is the monthly tempera-
ture anomaly. Applying the same approach to density
anomalies, and noting that T 0

x does not impact the
density field, T 0

r can be further written as
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r0, with
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Note that T 0
x is computed as the residual and thus in-

cludes dynamical temperature anomalies arising from
nonlinear processes that are not represented in Eq. (2).
Readers are referred to TS14 for the detailed derivation
of Eqs. (1) and (2) and to Furue et al. (2015) for an al-
ternative derivation for a specific case considering only
vertical density gradients. The decomposition Eq. (1) is
useful in characterizing the OHC variability, as dy-
namical and spiciness components follow distinct un-
derlying mechanisms. Specifically, the former follows

Rossby wave dynamics (e.g., westward-propagating,
satellite-observed sea surface height anomalies; Qiu
and Chen 2005, 2010) while the latter behaves as a
passive tracer subject to advection by background flows
(e.g., southwestward propagating of spiciness anomalies
in the North Pacific subtropical gyre detected in Argo
observations; Sasaki et al. 2010).

Finally, T 0
r and T 0

x are vertically averaged over the
upper 400-m depth to define dynamical and spiciness
component of OHC anomalies, OHC0

r and OHC0
x, re-

spectively. We choose the depth range of 0–400 m in our
definition of OHC to focus on the upper ocean where the
thermal variability may affect sea surface temperature
and the overlying atmosphere.

3. Spatiotemporal structures of decomposed OHC
variability

This section describes the interannual–decadal vari-
ability of dynamical and spiciness components of OHC,
OHC0

r and OHC0
x , respectively, in the extratropical

North Pacific Ocean represented in the Ishii analysis and
OFES hindcast.

a. Horizontal structure

Figures 2a and 2b show the interannual–decadal var-
iability of OHC0

r and OHC0
x, respectively, based on the

Ishii analysis. Contrary to TS14’s coupled GCM in which
the spiciness component dominates in the OHC vari-
ability, both components contribute to the total OHC
variability in the Ishii analysis. The OHC0

r variability is
large in the subtropics, particularly along the Kuroshio
Extension (KE), around 358N, and the Subtropical
Countercurrent and Hawaiian Lee Countercurrent,
west and northeast of Hawaii, respectively, indicating
that the OHC0

r variability reflects the variability in the
thermocline associated with these ocean currents. On
the other hand, the OHC0

x is large in the subpolar region,
particularly around the Kuroshio–Oyashio confluence
region and along the subarctic frontal zone. The North
Pacific subarctic frontal zone is characterized by sharp
gradients in latitude of density-compensating tempera-
ture and salinity (e.g., Kida et al. 2015; contours in
Fig. 2c). This hydrographical feature is quantified
by the upper 400-m mean spiciness gradient =Tx,
H21

Ð 0m

400m(=T)x dz, where H 5 400 m and (=T)x is
computed by Eq. (8) in TS14 (shading in Fig. 2c). The
mean spiciness gradient is large in the region where
meridional gradients of density-compensating tem-
perature and salinity are large. It is clear that the region
of large mean spiciness gradient (contours in Fig. 2b)
corresponds well to that of the large variability of
OHC0

x (shading in Fig. 2b), consistent with TS14.
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Taguchi et al. (2017) shows that 
‣ T’ moves westward along the Kuroshio Extension 
- the heaving of the thermocline related to the Rossby waves 
‣ T’ moves eastward along the subarctic frontal zone 
- generated by wave-related V’ near the western boudary 
and passively advected by mean U

T’ρ：dynamical component related to heaving 
T’χ：spiciness component ρ’ compensating with S’

standard 
deviation

longitude-time 
diagramOn decadal time scales, we must consider  

not only ocean response to local atmospheric forcings, 
but also remotely forced variabilities 
and/or delayed response, 
which are related to dynamical response of ocean



Bidecadal variability and 
the 18.6-year modulation of tide 
Osafune et al. (2014 & submitted)

©JAXA/NHK

We show another possible mechanism, 
controlling eastward moving heat content anomaly along the PTA, 
which is related to a dynamical response of the ocean.



✦ Climate signal has a bidecadal peak (Man & Park, 1996) 

✦ Bidecadal climate variability is prominent in the North Pacific  
(e.g. Cook et al., 1997; Minobe et al., 2002) 

- PDO has bidecadal component, 
although its spectral peak is not significant in OBS 

Bidecadal Variability

Comparison of PDO spectra 
(black) observational and  
(colors) paleoclimate reconstructions 

(Newman et al., 2016)

FIG. 11. Comparison of observed, paleoclimate, and CMIP5 PDO spectra: (a) CMIP5 historical simulations (190
runs total) and forced last millennium (past 1000 yr) simulations (6 runs), (b) unforced control simulations (48 runs
total), and (c) paleoclimate (tree ring and other proxy based) reconstructions of the PDO. In (a)–(c), the thick black
line represents the HadISST PDO spectrum, and the three thin blacks lines show the other three observational
PDO spectra. In each case, only winter [November–March (NDJFM)] averages are used for consistency between
data types. All PDO reconstruction indices were normalized to unit variance over 1901–2000; all other indices were
normalized to the unit variance overall, not just the reference period. The gray shading and black lines show the
upper and lower 95% confidence limits of the PDO power spectrum derived from 140 realizations of a LIM sim-
ulation [see (3)] each lasting 1750 yr. (d) Time series of each PDO reconstruction and the relative similarity of the
reconstructions through time. The colored lines show the individual reconstructions themselves (left axis), while the
gray shading shows the relative similarity (right axis), measured by the shared variance of the different indices
through time, or the fraction of the total variance shared by all reconstructions in the correlation matrix of all time
series over a moving 40-yr window. The ratio is computed by dividing the leading eigenvalue of the reconstruction
correlation matrix by the total number of reconstructions available through time. (e) As in (d), but smoothed with
a 21-yr running Gaussian filter.
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Bidecadal

Is there actually bidecadal periodicity in large-scale SSTa / PDO? 
If exists, what determines the periodicity?



• The inclination of the lunar orbit varies in 18.6-year period. 
Diurnal and semi-diurnal tides are modulated largely (Godin, 1972). 

• Large amount of diurnal tidal energy dissipates, and induces strong vertical 
mixing around steep topographies in the subarctic North Pacific, such as the 
Kuril Straits (Tanaka et al., 2010) the Aleutian Passes (Foreman et al., 2007). 

• This localized strong mixing controls ocean circulation and water-mass 
formation in the North Pacific (e.g. Nakamura et al., 2006)

23.4°±5°

equipotential 
surface

Moon

Earth

axis

equatorial 
plane

Our hypothesis and its background

[27] Following St. Laurent et al. [2002], we assume

F zð Þ ¼ exp $ H þ zð Þ=z½ '
z 1$ exp $H=zð Þ½ ' ; ð15Þ

with V = 500 m. Although q = 0.3 is suggested as an upper
bound ‘‘local dissipation efficiency’’ for the semidiurnal
internal tides [St. Laurent and Garrett, 2002; Klymak et al.,
2006; Legg and Huijts, 2006], there is no definite general
information on the value of q. Bearing in mind that there
must be large uncertainty of the value of q, we employ here

a crude assumption of q = 0.3 for both the semidiurnal and
diurnal internal tides.
[28] The diapycnal diffusivity is estimated following

Osborn [1980], namely,

Kr ¼
g e
N2

¼ g q E x; yð ÞF zð Þ
rN2

ð16Þ

where g is the mixing efficiency assumed to be 0.2 [Osborn,
1980]. Figure 6 shows the distribution of diapycnal

Figure 5. Model predicted distribution of the energy conversion rate from the barotropic tides to
internal waves. The energy balance shown in Table 1 is examined within the black rectangle.

Table 1. Energy Balance (GW) Within the Black Rectangle in the
Kuril Straitsa

Parameter Value

Net energy flux into the domain 20.4
Work done by astronomical forcing 1.1
Work done by the solid Earth $0.8
Energy dissipation rate due to bottom friction $4.0
Energy dissipation rate due to internal wave generation $16.4
Energy dissipation rate due to horizontal viscosity $0.4

aSee Figure 5.

Table 2. Averaged RMS Difference Between the Model-Predicted
Tidal Elevations and T/P Altimeter Data With and Without
Parameterization, the Value of the Tuning Parameter k Which
Gives the Most Accurate Tidal Elevations, and the Estimates for
the Energy Conversion From the Barotropic Tides to Internal
Waves in the Kuril Straits for the Major Four Tidal Constituents
(K1, O1, M2, S2)

K1 O1 M2 S2

Without parameterization, cm 3.81 3.73 7.89 2.13
With parameterization, cm 1.93 1.86 3.79 1.07
Value of 2p/k, km 22 27 140 140
Energy conversion, GW 16.4 10.4 8.7 1.1
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Fig. Energy conversion rate from the 
barotropic tides to internal waves 

(Tanaka et al., 2007)

The 18.6-year modulation of localized strong tidal mixing  
could have an impact on climate (Yasuda et al., 2006).
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Overarching Goals 
Explore vertical mixing in western North Pacific & 
impacts on circulation, biogeochemistry, climate and 
ecosystem:    
Deep Circulation in the N.P. 
	
quantify upwelling through vertical mixing� 
Processes to sustain ocean ecosystem 
	
quantify transport of nutrients to ecosystem� 
Long-period variability and forecast of ocean/climate/
fisheries 
	
Reproduce bi-decadal and related period variability 
and their mechanisms)�

I will introduce my works in this line, 
which investigated the impact of the 18.6-year modulation of 
mixing on large-scale SST though ocean-only mechanism

Verifying this hypothesis is a main topic in our project from 2015.



Data & Method
Ocean State Estimation (ESTOC)：Control Run (CTL) 

•developed by JAMSTEC/K7 
•model : GFDL/MOM3（quasi-global, 1°×１°×45 levels） 
•4D-VAR adjoint method (dynamically self-consistent) 
• assimilation window : 1957-2009 
•control variables  

: initial condition & 10-daily surface fluxes 

•assimilated elements 
: TS（Ensembles ver. 3(including ARGO) + Mirai RV independent dataset） 

　OISST、AVISO SSH anomaly 

: Climatology TS (WOA05; for parameter tuning by Green’s Function Method)

Numerical Experiment with 18.6-year modulation : Nodal Run (NODAL) 

• initial condition & atmospheric forcings are same with CTL 
•oscillating vertical diffusivity related to rough topography in 18.6-year period

18.6-year amplitude of ε 
in log scale

An OGCM simulation 
using optimized initial condition  
and atmospheric forcings,  

which provide the best time-trajectory fit  
to the observation



Results



ΔSST = SSTnodal - SSTctl
1977-2009



•Eastward moving 18.6-year signal has a clear seasonality, 
and is clear in winter, but not in summer.

Feb Aug

Geophysical Research Letters 10.1002/2014GL061737

Figure 1. The 18.6 year period variations in the difference in SST between NODAL and CTL, T ′, in February. (a) Rnodal,
(c) amplitude (◦C), and (d) lag (years); (b) monthly Rnodal along 39◦N. Amplitude and lag are shown where Rnodal is
greater than 0.7. Contours in Figure 1c show the February RMS of T ′ multiplied by

√
2.

the adjustment of atmospheric forcing. We expect that by using the modified OGCM this influence may be
properly represented through more realistic processes, and thus, the atmospheric forcing will be improved
in ASSIM.

3. Results

It is known that midlatitude SST anomalies tend to recur from one winter to the next, and this is explained
in terms of deepening of the mixed layer in winter, which entrains temperature anomalies below the shal-
low seasonal thermocline [e.g., Namias and Born, 1970]. This suggests that wintertime is a season when SST
reflects SHC anomalies, and thus, the impact of the 18.6 year modulation is more likely to be seen. We first
investigate the 18.6 year variations in T ′ at the sea surface in wintertime. Figure 1a shows that Rnodal is high
along the zonal band around 40◦N, where 18.6 year period SST anomalies related to the oceanic bridge were
found by OY13. Rnodal in this zonal band is low in summer (Figure 1b), meaning that the 18.6 year variations
in T ′ disappear in summer but reemerge in the next winter as expected. In this zonal band the amplitude
exceeds 0.5◦C near the western boundary, decreases eastward, but is still larger than 0.1◦C in the eastern
Pacific (Figure 1c). The lag shows that T ′ in the western boundary region reaches its most negative values
during the periods when the diurnal tide is strong, and T ′ moves slowly eastward along the zonal band
taking about 10 years to reach the eastern Pacific (Figure 1d). These results qualitatively agree with OY13,
strongly suggesting that the oceanic bridge identified by OY13 is operating in our model. This means that
the oceanic bridge is likely to be sufficiently robust that it can work under the influence of atmospheric forc-
ing that may vary over a range of timescales. Note that the amplitude is larger, and the displacement speed
is higher, than in OY13. An accompanying paper (in preparation) shows that the eastward moving low-mode
Rossby waves play a substantial role in determining this behavior of T ′, as in OY13. The root-mean-square
(RMS) of T ′ is very similar to the amplitude of the 18.6 year cycle in T ′ and is small where Rnodal is small,
implying that the 18.6 year variations may explain a large fraction of the variance in T ′ (Figure 1c). Rnodal

and amplitude are large also in the marginal seas. This is partly due to the relatively poor performance of
our model in these narrow coastal regions. We do not investigate this further since it is beyond the scope of
this work.

To judge the impact of the eastward moving 18.6 year variations on the large-scale SST pattern, we applied
empirical orthogonal function (EOF) analysis to SSTs in wintertime, for CTL and NODAL, and also for OISST.
The first principal component (PC1) in OISST shown in Figure 2a is very similar to the so-called PDO index
but with opposite sign and agrees with the 18.6 year component of the PDO estimated from tree ring
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Fig. Correlation between 
ΔSST & 18.6-year cycle

ΔSST @ 40°N

Fig. Time-longitude diagram of ΔSST  along 40°N in Feb & Aug



18.6-year ΔSSTfeb (NODAL-CTL)

✦ 18.6-year period ΔSST moves eastward along the PTA 
✓ This moving speed is slower than the mean current 

✦ This ΔSST significantly contributes to the actual bidecadal SSTa 
near the center of action of the PDO 
- ΔSST is inphase with the actual SSTa 
- Amplitude of ΔSST is about 20% of that of the actual SSTa

Geophysical Research Letters 10.1002/2014GL061737

Figure 1. The 18.6 year period variations in the difference in SST between NODAL and CTL, T ′, in February. (a) Rnodal,
(c) amplitude (◦C), and (d) lag (years); (b) monthly Rnodal along 39◦N. Amplitude and lag are shown where Rnodal is
greater than 0.7. Contours in Figure 1c show the February RMS of T ′ multiplied by

√
2.

the adjustment of atmospheric forcing. We expect that by using the modified OGCM this influence may be
properly represented through more realistic processes, and thus, the atmospheric forcing will be improved
in ASSIM.

3. Results

It is known that midlatitude SST anomalies tend to recur from one winter to the next, and this is explained
in terms of deepening of the mixed layer in winter, which entrains temperature anomalies below the shal-
low seasonal thermocline [e.g., Namias and Born, 1970]. This suggests that wintertime is a season when SST
reflects SHC anomalies, and thus, the impact of the 18.6 year modulation is more likely to be seen. We first
investigate the 18.6 year variations in T ′ at the sea surface in wintertime. Figure 1a shows that Rnodal is high
along the zonal band around 40◦N, where 18.6 year period SST anomalies related to the oceanic bridge were
found by OY13. Rnodal in this zonal band is low in summer (Figure 1b), meaning that the 18.6 year variations
in T ′ disappear in summer but reemerge in the next winter as expected. In this zonal band the amplitude
exceeds 0.5◦C near the western boundary, decreases eastward, but is still larger than 0.1◦C in the eastern
Pacific (Figure 1c). The lag shows that T ′ in the western boundary region reaches its most negative values
during the periods when the diurnal tide is strong, and T ′ moves slowly eastward along the zonal band
taking about 10 years to reach the eastern Pacific (Figure 1d). These results qualitatively agree with OY13,
strongly suggesting that the oceanic bridge identified by OY13 is operating in our model. This means that
the oceanic bridge is likely to be sufficiently robust that it can work under the influence of atmospheric forc-
ing that may vary over a range of timescales. Note that the amplitude is larger, and the displacement speed
is higher, than in OY13. An accompanying paper (in preparation) shows that the eastward moving low-mode
Rossby waves play a substantial role in determining this behavior of T ′, as in OY13. The root-mean-square
(RMS) of T ′ is very similar to the amplitude of the 18.6 year cycle in T ′ and is small where Rnodal is small,
implying that the 18.6 year variations may explain a large fraction of the variance in T ′ (Figure 1c). Rnodal

and amplitude are large also in the marginal seas. This is partly due to the relatively poor performance of
our model in these narrow coastal regions. We do not investigate this further since it is beyond the scope of
this work.

To judge the impact of the eastward moving 18.6 year variations on the large-scale SST pattern, we applied
empirical orthogonal function (EOF) analysis to SSTs in wintertime, for CTL and NODAL, and also for OISST.
The first principal component (PC1) in OISST shown in Figure 2a is very similar to the so-called PDO index
but with opposite sign and agrees with the 18.6 year component of the PDO estimated from tree ring
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Amplitude Lag

Fig. Amplitude and lag for the 18.6-year ΔSSTfeb estimated by regressing on 18.6-year cycle

R>0.7 R>0.7



Geophysical Research Letters 10.1002/2014GL061737

Figure 2. (a) The first principal component (PC1) obtained by an EOF analysis of February SST, along with the PDO index
published at http://jisao.washington.edo/pdo/PDO.latest, and the inverted 18.6 year component of PDO lagging 2 years
behind the modulation of the diurnal tides. The first EOF (i.e., regression coefficients onto PC1) for (b) OISST, (c) CTL, and
(d) NODAL, and (e) the difference in the first EOF between NODAL and CTL. The contour interval is 0.1◦C in Figures 2b–2d
and 0.05◦C in Figure 2e.

chronologies by Yasuda [2009]. The corresponding EOF has a structure similar to that characteristic of
the PDO, but again with the opposite sign, having positive anomalies in the central Pacific, surrounded
by horseshoe-shaped negative anomalies (Figure 2b). The center of action of the EOF is located around
160◦W, 35◦N. The PC1 in CTL is highly correlated with the PC1 in OISST (Figure 2a). The corresponding EOF
(Figure 2c) is similar to that in OISST, with its center of action around 160◦W, 35◦N. This suggests that the
PDO-related large-scale SST pattern is largely reproduced in CTL, while positive anomalies along 40◦N west
of 180◦ are stronger than in OISST, possibly related to the poor representation of the western boundary cur-
rent due to the coarse horizontal resolution. The PC1 in NODAL is almost identical to that in CTL (Figure 2a).
However, the corresponding EOF (Figure 2d) in NODAL is more realistic than that in CTL as the anomalies
at the center of action are stronger, while those along 40◦N west of 180◦ are weaker. This difference in the
EOF between NODAL and CTL takes the form of a dipole structure along the zonal band (Figure 2e), which
reflects the spatial structure of T ′, showing an antiphase relationship between the western and eastern
regions. This suggests that the eastward moving 18.6 year signal in T ′ is important in determining the spatial
structure of the PDO in NODAL.

To clarify the role of T ′, we have estimated the 18.6 year variation in T at the sea surface. The amplitude in
OISST is large where the EOF has a large value (Figure 3a). The spatial structure of the amplitude in CTL is
in broad agreement with that in OISST, while both Rnodal and amplitude are overestimated in the northern
and western boundary regions (Figure 3c). Focusing on the zonal band, the amplitude has two peaks: one
in the western boundary region and the other in the eastern region around 148◦W, 37◦N. At this eastern
peak, Rnodal is high in both CTL and OISST, and both the amplitude and lag in CTL agree with those in OISST
(Figures 3a–3d), suggesting that this signal is not artificial. The fact that its center is located near, but not
coincident with, the center of action of the PDO suggests that the 18.6 year variations do not dominate the
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Impact on PDOFeb

• Spatial structure seems to be improved in NODAL 
➡ The 18.6-year modulation of mixing may play a role  
in determining the spatial structure of the PDO

Intensified

Fig. Regression of SSTa in Feb on PC1 for observed SSTa in Feb 



Dynamics of the eastward motion
Lag=0 year

✦ Large scale ocean circulation is distorted, and ΔT approximately  
reflects the meandering of the eastward current along the PTA 

✦Δu & Δv is coupled with the subsurface Δρ, 
corresponding to the intermediate layer thickness anomaly (not shown) 

➡The low-mode (2nd or higher) baroclinic long Rossby waves 
moving eastward along the PTA plays a substantial role 
: What is essential in the western boundary region is  
  not ΔT near the surface but subsurface Δρ

Fig.  
Reconstructed  
snapshots of 
18.6-year Δu, Δv, 
ΔT at 100 m



Summary & Discussion
✦ The 18.6-year modulation of tide-induced mixing in limited region can influence 

the large-scale SST, and possibly the PDO. 
✦ Eastward moving low-mode (2nd or higher) baroclinic long Rossby waves  

play a role in the mechanism of this possible influence. 

- moving speed of T anomaly is slower than the passive advection 

- T anomaly is accompanied by subsurface density & circulation anomaly 

✓This mechanism can work once density anomaly is generated,  
regardless of the cause and the periodicity. 

- Clear bidecadal density anomaly has been observed in the subarctic region 
(Osafune & Yasuda, 2006; 2010). 

‣ Does this mechanism actually work along the PTA? 

- We investigated data from Argo float array (Kouketsu’s Poster 12386) 

- I am analyzing ESTOC to evaluate the contribution on PDO 

‣ This mechanism may help understanding the bidecadal variations not only 
physical properties, but also in biogeochemical properties (e.g. AOU, nutrient),  
plankton biomass, and marine resources 
(e.g. Ono et al., 2001; Tadokoro et al., 2009; Parker et al.,1995) 

- We are planing to investigate ESTOC and conduct similar impact experiment 
(biogeochemical component of ESTOC is introduced by Doi’s Poster 12392)
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